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#### Abstract

: This paper proposes an approach for the detection and partition of planar structures in dense $3 D$ point clouds from facades. The aim is the creation of a polygonal model with a considerably lower complexity than the original data set. We perform a robust detection of the dominant facade planes and apply a sweep based scheme in order to detect structures like windows, doors, balconies in those planes.


## 1 Introduction

In the field of city modeling a crucial step is the creation of models with a preferably low-polygon count. Image-based methods were proposed by Zisserman et. al. [8] where planes are detected by an sweeping method and Teller et. al. [7] where also microstructures in the facade plane are extracted. Another approach is the use of dense 3D point clouds resulting from image matching for the modeling. Those point clouds should be transferred into a low-polygon representation while still preserving fine detail e.g. edges. Proposed methods vary from general methods [1] and [3], which do not consider the specific demands on building model simplification approaches, to very problem specific approaches [4]. When dealing with buildings the most prominent features are facade planes and in those planes the indents from windows, doors etc. and protrusions created e.g. by balconies and friezes.
We report on a system for creating plane based models of buildings from dense 3D point clouds resulting from dense 3D point clouds. Those point clouds are the result of dense image matching process applied on multiple images with known orientation. In our approach we extract the main facade planes and perform a partition of those planes into a set of orthogonal polygons (w.r.t. the facade plane boundaries) using a sweep based algorithm. Additionally required source data are a sequence of images (at least one image is needed) with known exterior and interior orientation and the vanishing points detected in the images. For the 3D point cloud all dominant facade planes are
detected with a RANSAC-based method. A sweep-based partitioning approach divides each plane into a set of rectangular polygons. The polygons are validated using a point-density criterion.

## 2 Segmentation

For the segmentation approach a set of images with known exterior and interior orientation together with a dense 3D point cloud are the input data. Optionally 3D lines, generated by the line matching approach from [6], can be used to improve the segmentation accuracy.

### 2.1 Plane detection

The following method is employed to detect 3D planes in the 3D point cloud:

1. randomly choose a seed point from the point cloud (this is comparable to a bucketing approach);
2. perform a RANSAC based plane detection algorithm in a local neighborhood around the seed point (a KD-tree is used for fast nearest neighbor queries);
3. verify the resulting local plane hypothesis;
4. refine the local RANSAC solution with an iterative least squares fit using the whole point cloud;
5. repeat from step 1 until no new planes are found;

The iterative refinement of the detected RANSAC plane hypothesis uses only those inlier points that form a densely connected set. The largest connected set is found by recursively searching the inlier point cloud from different seed points. This approach minimizes the influence of points that belong to other closely adjacent planes or coplanar but distant planes. Finally the planes that share too many mutual inliers are rejected. The detection method is comparable to the approach of Danuser and Stricker [2] and yields a set of accurate 3D planes.

### 2.2 Plane partition

After the segmentation process the particular 3D planes are partitioned into sets of rectangular polygons based on their support from the 3D point cloud. Based on the assumption, that for many buildings most of the prominent features in the facade plane e.g. windows, doors etc. are axis-aligned with the facade boundary and rectangular, we apply a sweeping process to compute partition hypotheses. The process can be divided into four steps:

1. collection of inlier points w.r.t. one plane (based on a distance threshold)
2. rejection of inlier points that are not belonging to the largest connected set (see 2.1);
3. project remaining inlier points into one image;
4. generate partition hypotheses by sweeping using the vanishing points;
5. validation of polygon hypotheses resulting from the sweeping (using a point density threshold);

In the first step the inlier points for one plane are collected and projected into one image. This is necessary to have a relation between the 3D points and the vanishing points and also provides a homogeneous density of the 3D points, since the images were used in the matching process. Figure 1 (a) shows the projected inlier points for a facade plane. Figure 1(b) shows a detailed view. For indentations or protrusions created by typical features such as windows, balconies, friezes etc. that are not coplanar with the main facade plane the density of the projected inlier points changes significantly (see Figure 1 ).
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Figure 1: Sweep based segmentation: (a) The projected inlier points for the facade plane are shown in red, the vanishing lines that are bounding the point set are shown in red and blue respectively. The sweep line originating from the vertical vanishing point is shown in yellow. (b) Close up view to show density differences.

The basic idea for the sweep based segmentation for architectural scenes is that only 3D points lying on one plane are projected into the image. For all other regions lying behind or in front of the facade
plane e.g. windows or balconies the density of inlier points is significantly lower (see figure 1 (b)). This changes in density are detected by the following sweeping process:

1. compute the convex hull of projected 3D plane points in the image;
2. determine the two vanishing points with the method of Rother [5] (one vertical and one horizontal vanishing point) for the facade plane;
3. instantiate a sweep line for each of the two vanishing points (one end of the sweep line is fixed at the respective vanishing point - see Figure (2);
4. sweep line over the convex hull containing the inlier points of the facade plane and record significant changes in the point density on the opposite sides of the sweep line;

For the efficient sweeping a KD-tree optimized for 2D-line queries is used. During the sweeping a local neighborhood around the sweep line, i.e. points within a certain perpendicular distance from the line, is used to detect density changes. The density is recorded as the difference between the number of points on the opposite sides of the sweep line. An improvement is the weighting of the point count with the perpendicular distance of the points from the sweep line i.e. points that are farther from the sweep line contribute less to the computed density value.

These differences between points counts on the two sides of the sweep line are used to detect partition line hypotheses - at sweep positions where the density difference has a local maximum a partition line is instantiated. Additional 3D features e.g. 3D lines can also be integrated - if the


Figure 2: Schematic sketch of the sweeping process for the horizontal vanishing point: the convex hull of the projected inlier points of the plane is shown as dotted outline, the boundaries of the sweep range are dashed and the sweep line is solid.
projection of the line points to a vanishing point it provides a good cue for a partition line. The intersecting points of the hypothetical partition lines resulting from sweeps of two different vanishing points of a plane form hypothetical polygons (see Figure 3). In order to select valid polygons the number of inlier points weighted with the polygons area is used. The 3D coordinates of the polygons are computed by intersection of the ray (created by the 2D intersection and the camera origin) with the 3D plane. Figure 3 shows the detected polygons for the two facade planes.


Figure 3: Segmentation result: (a) Intersecting lines from two vanishing points (blue and green) form polygons. The polygons are perspectively disorted in the image but rectangular in 3D. (b) Visualization of valid polygons. The texture has been undistorted to correct for projective distortion.

## 3 Conclusion

The presented method yields promising results, though some improvements seem to be necessary in order to increase the segmentation accuracy.

For regions inside the facade plane that are not coplanar with the facade plane and therefore appear as 'hole' in the model the geometry can be reconstructed using a Delaunay triangulation on the original 3D points. The advantages of our approach are listed below:

- extraction of a low-polygon count model from dense 3D point clouds;
- 'smoothed' edges in the point cloud are recovered and 'sharpened';
- image texture for the polygons can be easily extracted;
- additional 3D features such as the 3D points that are reconstructed during the image orienta-
tion process and 3D lines can easily be incorporated in the sweeping algorithm;
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