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Abstract

We introduce a framework for interactive visualization of
global flow features in large unsteady 3D flow fields. It is
based on selective visualization using dense precomputed
integral lines (streamlines, path lines) linked together with
all other data attributes. This way we are able to provide
an uniform and interactive environment for custom fea-
ture specification and visualization of global data aspects.
These are related to the long term flow behavior, thus their
description using only local properties is not possible. Fur-
thermore we propose a strategy for recognition of global
recirculation zones within 3D vector fields, judging on a
self-proximity measure of integral lines.

Keywords: flow visualization, integral lines, global fea-
ture detection, recirculation

1 Introduction

Flow visualization deals with multivariate vector field data
defined over a geometric mesh. Its application scope spans
from automotive and aerospace industry through medicine
right up to meteorology. Typically the data sets are pro-
duced by computational fluid dynamics simulations, with
results containing over a million cells in several time steps,
reaching the edge of present PCs processing capabilities.
Thus special visual analysis tools are needed to understand

∗ilcik@vrvis.at

the data as a whole. A good visualization of the flow field
is very important for efficient creation of a mental model
that helps the user to orientate in the data volume.

Given a 3D time-dependent vector field v(x, t), we can
trace the movement of a massless particle from a position
x0 at a time t0 by solving the initial value problem for an
ordinary differential equation

dx
dt = v(x, t) , x(t0) = x0 (1)

Its trajectory can be represented by constructing a path line
starting at position x0 at time t0

px0,t0 (t) = x0 +
ˆ t

0
v
(

px0,t0 (τ) ,τ + t0
)

dτ (2)

Another class of lines is often used to visualize the tangent
curves of v for a fixed time t. A streamline starting at
position x0 at time t0 can be written as

sx0,t0 (t) = x0 +
ˆ t
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Hauser [7] gives a more detailed overview of integral
curves. In order to solve the initial value problem and to
construct the integral lines, we need to discretize the prob-
lem by rewriting the Eq. (1) to a discrete form. Using a
substitution with finite steps ∆x and ∆t, we get

∆x = ∆t · v(x, t) (4)



Once a step length τ = ∆t is chosen, one can express the
particle’s position after n + 1 steps using a simple recur-
rence called Euler integration method

xn+1 = xn + τ · v(xn, tn) (5)

For a more accurate numerical integration, higher-order
methods from the Runge-Kutta family with a fixed or
adaptive step size can be used. The most popular are RK4,
RK3(2) and the Fehlberg method, all explained in [17].

Integral lines belong to the geometric flow visualization,
because they require to extract geometric objects related to
the data in order to display them. Our approach concen-
trates on feature based visualization. Especially for large
data sets it is important to allow a custom degree of ab-
straction showing only essential structural elements of the
flow. In our framework we provide a set of tools allowing
the user to specify interesting features using selections on
various attributes. Data values, mesh connectivity and in-
tegral lines act as layers for our concept of uniform manip-
ulation with local and global properties. By linking these
layers together, we can significantly help to gain insight
into a specific problem represented by the data.

The rest of this paper is organized as follows: Section
2 provides a brief overview of similar or related work to
our concept. In section 3, we define the concept of a lay-
ered model for visual analysis of multivariate flow data.
Moreover our contribution shows how to unify and link all
these layers to an uniform environment. Section 4 presents
our framework in detail. We propose a simple recircula-
tion measure based on global flow analysis in section 5. A
practical application of the layered model to industry data
analysis is described in section 6. Finally we summarize
our results and consider possible future work in section 7.

2 Related work

Utilizing particle traces for visualization of fluids has al-
ways been popular. Texture based visualization uses lo-
cal integration for excellent interactive renderings of static
and dynamic flow [10]. Feature based analysis and visual-
ization of flow structures with help of enormous amounts
of integral lines has gained attention only recently. Park et
al. propose a visualization technique based on dense, uni-
formly distributed integral lines [15]. They address many
important perceptual and performance issues. Chen et al.
use a similarity measure of polylines for streamline place-
ment [3]. Wischgoll and Scheuermann present a strategy
for localization of closed lines in 3D [20] using the mesh
topology to track line cycles reentering the same cells. A
more general approach by Salzbrunn and Scheuermann
[18] is heading in the direction of custom feature specifi-
cation. It uses different data measures for the specification
and computation of fuzzy streamline predicates, similar as
we do in our global scope flow analysis approach. The
selective visualization part of our framework and its us-
age for line data analysis comes very close to the approach

by Shi et al. [19]. The authors present a set of path line
measures suited for general flow analysis. For interactive
examination of lines they use ComVis, a system oriented
to information visualization. Unfortunately another sys-
tem has to be used for computation and visualization of
lines on the geometrical domain, preventing general inter-
activity, usage freedom, attributes linking and perception
of spatial relations.

Detection of recirculation areas addressed in section 5
is related to the vortex detection topic, well described in
the state of the art report by Post et al. [16] and also in
context of SimVis by Bürger et al. [1]. Fuchs et al. [6]
use parts of our framework for an improvement of vortex
region detectors. They track the response to local vortex
detectors along integral lines and use it for a global scope
flow analysis.

The SimVis system

Our work presented in this article was implemented as a
part of the SimVis system [4], a framework allowing the
user to formulate own definitions of features describing
significant objects, phenomena or structures, important for
a particular problem. Each data item has a degree of inter-
est (DOI) value ranging from 0 to 1. It is used to reveal
the implicit data features by specifying selections on their
values. To simplify the selection process of continuous
quantities, smooth brushing is used [5]. For the DOI man-
agement, there is a hierarchical tree structure called fea-
ture definition language (FDL). DOI functions are stored
in leafs, any superior node represents a logical combina-
tion of its children. SimVis uses multiple linked views to
simultaneously display different visualizations of various
data properties. Active views utilize InfoVis approaches
and allow brushing, passive views show a 3D visualization
on the geometrical mesh with the FDL root node mapped
on the data. The views are linked together with a joint DOI
function, so any user action causes changes in all of them.
SimVis is based on the Focus+Context approach, thus all
views have to use the DOI to discern focus from context.
Focused regions are visualized with more emphasis and
detail, context parts provide only supplemental overview.

In the next sections we will exploit the concept of
SimVis in order to allow global scope flow analysis.

3 Flow driven analysis

The essential feature of our framework is the ability to pro-
vide a flexible and uniform environment for interactive vi-
sual analysis of global data aspects. Local feature detec-
tion methods investigate only a small geometrical neigh-
borhood of a point. We use large amounts of precomputed
integral lines as primitives for the global data analysis. The
trajectories gained by following one or more particles in
the vector field provide us important information on the
flow behavior from a Lagrangian point of view. They can



Figure 1: Layered analysis of a small cooling jacket. (left): The scatterplot shows velocity magnitude on the horizontal
and vorticity magnitude on the vertical axis. The selection brushes regions with stagnant but swirling flow. High vorticity
is shown in red. (middle): With help of local analysis a lambda2 data channel is derived, substituting vorticity in the
scatterplot. Now negative lambda values with low velocity are brushed and shown. The color still represents vorticity,
thus we can see green regions with low values. (right): Global flow analysis allows us to show only the lines crossing
the brushed cells. We have refined the previous selection by adding a recirculation condition (see sec. 5) brushed in the
histogram. In a short time, we were able to isolate a long vertical vortex useful for the analysis of the cooling process.

span over a large portion of the spatio-temporal data do-
main, representing global properties of the flow. The line
primitives provide us a new kind of complex structural in-
formation, that could never be obtained without the inte-
gration process. Many features like recirculation (see sec-
tion 5) are imperceptible without a global scope analysis.
This fact leads us to a clear separation of three layered ap-
proaches for flow data visual analysis used in our frame-
work. All described layers can access the cell centered
data storage and inferior layers for purposes of their own
primitives computation.

Direct data analysis is restricted to the raw data values,
without involving any geometrical knowledge of the
underlying mesh. We can consider a data value of a
cell as the basic entity for this layer. During the anal-
ysis it typically uses only a set of interval brushes in
data attribute dimensions for selecting cells with cer-
tain interesting values like low pressure, high temper-
ature etc.

Local flow analysis offers additional connectivity infor-
mation involving the topological structure of the
mesh. The flow is being observed from an Eulerian
point of view, thus the basic entity on this stage is a
set of neighboring cells. It enables the usage of lo-
cal differential information for evaluation of regional
data properties. Many well established local feature
detection criteria are based on spatial or temporal dif-
ferentials, e.g. different vortex detectors using the ve-
locity gradient tensor [1, 2].

Global flow analysis extends the connectivity informa-
tion to a wide area, but in our case we restrict it to the

integral line seeded at the examined point. Here we
change to the Lagrangian approach, using an integral
line as the primitive. The main benefit for the explo-
ration process is the possibility to investigate the flow
behavior before it reaches and after it leaves the ex-
amined region. Furthermore it allows analysis based
on local attributes of line points and global line prop-
erties. Many recent works use global scope flow anal-
ysis, e.g. [18, 19].

All of the present systems for interactive visual analysis
of 3D flow data can handle only separate layers at once.
There is no possibility of data exchange between differ-
ent primitives. In our framework we introduce the inter-
active linking and brushing [5] of these three layers. The
linking involves not only the access of the superior layers
to the lower ones, but mainly the automatic bidirectional
mapping of the DOI values between the layers. The cells
act as an interconnection of the analysis primitives, thus
a bijective transformation between the primitives of each
type and the cell set is available. Using our approach, it is
possible to combine selections on all the three layers to a
uniform DOI rating of the cells. As shown on fig. 1, we
could use the local layer to select the cells with a high gra-
dient magnitude of a certain data channel. Then using the
flow layer, one could refine the selection by omitting cells

Layer Primitive Source Display
Direct value data channel color coding
Local set of cells mesh topology arrow glyph
Global integral line integration colored lines

Table 1: Layers for interactive flow analysis



Figure 2: Pipeline for our framework.

that do not accomplish a certain global criterion defined
for the line. The brushed cells immediately appear also
in the focus region of active views managing other lay-
ers. Moreover all user actions directly affect passive views
including the combined volumetric and lines renderer, so
that the visual representation is instantly updated to be as
true to the focused data as possible.

4 Framework overview

The set of proposed methods was designed and imple-
mented as a part of the SimVis system, hence it closely
relates to its concept and architecture. The data analysis
layer is a core part of the system, we have incorporated the
local scope analysis in the last years [1]. Since the global
layer is the only one to require additional precomputation
in order to maintain interactivity of the exploration pro-
cess, we have designed two modules operating indepen-
dently from each other. We can divide a typical usage sce-
nario into several stages, realized by the modules as seen
on the figure 2.

Preprocessing module

We use large amounts of precomputed integral lines as
primitives for the global flow analysis. In order to cre-
ate them, we need to set seed points or a seeding strategy
and integrate from this positions using a continuous repre-
sentation of the vector field. Setting the seed point at cell
center is a good choice for the later linking, since the data
values in our application are also sampled at cell centers.
By default we create one representative line for each cell,
but the user can decide to omit computation of unimpor-
tant lines by seeding only in cells with positive DOI.

For the numerical integration one has to choose be-
tween speed and accuracy. The fastest one is a direct Eu-
ler method with step size adapted to the underlying ge-
ometry. It is using nearest neighbor lookups for the ve-
locity vectors. For a higher precision one can choose
some of the adaptive Runge-Kutta methods with mean
value coordinates interpolation [9]. All lines can be lim-
ited by a maximum length setting. Currently we offer
two types of lines to be computed: streamlines and path
lines. All generated lines are saved in the form of a new

data set. Its size can be estimated by the upper boundary
cellsselected ∗maxsteps∗30 bytes, hence it can easily reach
problematic limits of several GB.

Additional derived data, mostly local and global mea-
sures operating on the lines geometry, can be also precom-
puted along with the integration or later during the explo-
ration process. We will provide an example and discuss
benefits of this feature later in section 6.

Visualization module

The interactive part of the pipeline allows the user as much
freedom as possible to organize and guide her/his analysis.
Following the principles of knowledge driven visualiza-
tion, the SimVis system provides the experts with means
to formulate their own feature definitions [4]. The main
part of the interaction relates to various selections on ac-
tive linked InfoVis views [5]. Storing the integral data as
a common data set allows us to reuse the core modules
of the SimVis and to exploit its selective visualization ca-
pabilities. The user can brush on the global scope level
just like on the other layers. It is made possible by a link-
age of cells and layer primitives. Lines are build up of
segments, connecting pairs of succeeding points. We split
line segments at cell boundaries, so we can easily construct
a bijective mapping of segments to cells. Moreover each
segment carries a reference to the seed segment of the line
allowing the bijective mapping from lines to cells.

The actual DOI can be passed back to the preprocess-
ing module as the seeding area for a new set of lines. One
can also supplement the existing lines with additional at-
tributes. It is possible to share the data across all the layers
to involve it into various derived data calculations.

The most important type of view for the spatial orienta-
tion is the 3D renderer. It provides hybrid visualization of
the data volume using multiple techniques simultaneously.
Our lines rendering plugin can operate as a standalone ren-
derer or as a part of a combined rendering pipeline. The
principal task of visualization bound to a geometrical do-
main is to provide a clear overview of the flow volume and
spatial relations between the flow features. Large amounts
of lines as we produce them, can easily overwhelm the
image space. Intersections and cluttering cause problems
by depth perception and orientation, important structures
can be hidden. A lot of research has been done in this



field: lines density regulation by advanced seeding strate-
gies [13, 11] and rendering enhancements for better visual
separation in dense line fields [15]. Our renderer uses illu-
minated lines [12] that greatly help to improve the recog-
nition of single lines in the image. Naturally we can map
scalar attributes to the color channel, using build-in trans-
fer functions. The lines density is implicitly adjusted by
the data selections. Automatic linking of the DOI across
the views immediately propagates its values from the cells
to their line primitives, so that only curves belonging to
the brushed cells are shown in the final image.

Framework performance

The visualization module runs fully interactively using
common personal computer hardware. The number of dis-
played lines is limited by the graphics memory and fill
rate, but it rarely happens that the user would select such
a big number of line segments. Brushing performance is
sometimes affected by the InfoVis views incorporated in
the SimVis core, since our line data are one of largest the
system ever had to deal with. The current limit given by
the SimVis is a approximately 2 GB of line segments.

The preprocessing module uses numerical integration
methods to compute the lines. Computation time depends
on the selected integration and interpolation method. On
the fly integration would not allow interactive analysis
anymore. We have measured the average performance of
our integration methods on unstructured meshes using a
Pentium D processor with 2 GB of RAM:

Method Interpolation Segs / s Cooling jacket
Euler none ≈ 105 ≈ 25 min
RK2 mean value ≈ 104 ≈ 250 min

Table 2: Integration performance overview

5 Recirculation detection in steady
flows

As stated in the survey of feature-based visualization [16],
one of the areas with additional work needed is detection
of new feature types, including recirculation zones. A lot
of feature detection is done on a local basis, involving only
a small geometrical neighborhood of investigated position.
However it is impossible to detect a recirculation area us-
ing only local detectors. Our precomputed lines provide
a global representation of the flow field, containing new
connectivity information suitable for efficient feature de-
tection. If a particle advected in the flow field returns
closely to one of its previous positions, we speak of re-
circulation. Streamlines contain all positions of a particle
moving in a steady flow, making them ideal for a fast and
simple detection of recirculation.

Figure 3: The major flow components inside of the cool-
ing jacket include a longitudinal component from inlet to
outlet and a traversal component in the upward-and-over
direction through the gaskets. Image courtesy [8].

Given a line as an ordered sequence of points c =
x0, . . . ,xn−1, we can precompute the length of the polyline
xi, . . . ,x j for all pairs of points i and j as

di j = d ji = ∑
i≤k< j

‖xk− xk+1‖ (6)

Due to the triangle inequality, the polyline length is always
equal or larger than the euclidean distance of its endpoints.

∀i 6= j : di j ≥
∥∥xi− x j

∥∥ (7)

We define our recirculation measure pi for point i as

pi = min
j∈{0,...n−1}\{i}

(∥∥xi− x j
∥∥

di j

)
(8)

Since we deal only with non-degenerate segments, di j > 0
always holds and pi ∈ (0,1] . Let us consider a particle
at position xi, moving in a vector field. As the particle
moves forward passing through the points x j, the polyline
length di j of its trajectory will grow. But when the particle
starts to draw near to its own line, the Euclidean distance
of the points

∥∥x j− xi
∥∥ will decrease. The response will

grow weaker with increasing polyline length and decreas-
ing Euclidean distance.

6 Application example

We will demonstrate the possibilities of our framework by
resuming the analysis of a cooling jacket from [2, 8]. En-
gineers from the automotive industry use computational
fluid dynamics software to simulate possible designs of
essential engine parts. The SimVis system provides them
an interactive visual analysis environment for comparison
and optimalization of the simulation results. Our subject is
a cooling jacket of a four cylinder engine, sampled in 1.5
million cells. It consists of three main components: The



cylinder head on the top, the cylinder block on the bottom
and a thin gasket connecting the previous two components
together (fig. 3)

The cylinder head is responsible for transferring the heat
away from the intake and exhaust ports at the top of
the engine block.

The cylinder block transfers the heat from the engine
cylinders and distributes the flow evenly to the head.

The gasket consists of small but important ducts regulat-
ing the cooling liquid’s passage from the block to the
head.

The goal is to achieve an even distribution of the flow to
each engine cylinder and to avoid overheating caused by
recirculation of hot fluid in particular regions.

Turbulences causing recirculation

We know from the engineers, that a temperature of
363K ≈ 90◦C is considered to be optimal. In our previ-
ous work, we were able to identify potential problematic
regions by focusing on areas with critical temperatures and
nearly stagnant flux. Our work flow was a typical exam-
ple for direct data analysis. Afterwards we have refined

Figure 4: Overview of the recirculation regions around the
fourth cylinder, top and side projection. Green regions
symbolize low temperatures, red ones are critical. Most
of the vortices are caused by the gasket connections, but in
one region the fluid circulation causes overheating.

our feature definition on the level of local analysis, using
velocity gradient tensors to detect swirling motion. Some
vortical areas preventing fast transport of overheated fluid
have appeared mainly in the lower parts near the outlet.
We have concluded that geometry in this areas should be
improved in order to prevent the overheating.

With help of global scope analysis we can achieve even
better results. Our recirculation criterion in connection
with selections on other attributes, detects the lines return-
ing to overheating areas, so we can easily brush and show
the interesting lines (fig. 4). We were able to identify a
strong recirculation region inside of a bridge between the
exhaust ports of the fourth cylinder next to the outlet. It
is probably caused by the thin passages in the surrounding
geometry. On the figure 6 you can see that there are actu-
ally three vortices acting against each other. We were not
able to recognize this detail in our previous work. The per-
ceptually improved visualization of the vortex in the lower
left component examined in [2] is shown on fig. 7.

Turbulences accelerating the heat transport

Despite the impression from the previous analysis, most of
the vortices found in the data set are caused by intentional
design of jacket geometry to dissipate the hot fluid from
the boundary and mix it with the colder rest. We have ex-
amined such regions also in our previous work. Now we
are finally able to look at the swirling structures behind
the ducts to confirm their positive effect on the heat trans-
portation. On the figure 5 you can see one of these very
fast rotating vortices indicated with red color over a junc-
tion of the block and the head part.

Looking at the global flow properties, it is much eas-
ier to perform a visual analysis of large data. In this ex-
ample we have used temperature and velocity values to-
gether with a recirculation measure to select interesting
line segments. To visualize the found structures, whole
lines from the selected segments were drawn, using our
rendering module in combination with the hybrid unstruc-
tured raycaster [14].

Figure 5: Detail and overview of a gasket vortex causing
no problems. Now velocity magnitude is expressed with
color. Red indicates fast swirling flow improving the cool-
ing process.



Figure 6: Visualization of an unwanted vortex with temperature mapped on the color of the streamlines. Critical values are
shown with red, optimal with green. (left): An overview of the cooling jacket with a strong recirculation zone. Red color
indicates overheating caused by blocked heat transport. (top): A top view of the recirculation zone caused by non-optimal
jacked design. (bottom): We can recognize three separate vortices pushing against each other and conserving the flow.

Figure 7: (top left): Brushing was used to select high temperatures and low velocities. (bottom left): Linked selection
of recirculating line segments. The linked DOI displays only lines seeded in selected cells. (middle): Overview of the
examined area under the outlet. (right): Detail of a recirculation zone delaying the cooling process displayed using a
focus+context visualization. The temperature increases towards the center of the zone becoming red.

7 Conclusions

We have introduced a framework for interactive global
flow analysis of large 3D and 4D multivariate flow data
sets. The concept of linking all layers together has brought
increased efficiency to the exploration process. Interactive
examination of the flow structures from a Lagrangian point
of view has shown to be very helpful for understanding of
complex relations within the data. The intense preprocess-
ing of integral lines has enabled the interactive manipu-

lation with data, at the cost of high storage requirements.
Nevertheless this tradeoff allows to run our framework on
every common personal computer.

For future work there are many challenges following our
concept. GPU computation of integral lines for large un-
structured data sets is a very promising idea, incorporating
compression of polylines would greatly help not only in
the preprocessing stage. Our next work will probably fo-
cus on optimalization of the whole pipeline, allowing even
larger data to be processed in a shorter time.
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