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Kurzfassung

Die Lichtwahrnehmung und der Lichteinfall in das menschliche Auge sind grundlegend
anders in Szenarien der wirklichen Welt als in Virtual reality (VR) Simulationen. Gewdhn-
liche Displays, wie sie beispielsweise in VR Headsets verwendet werden, kbnnen den vollen
Umfang der menschlichen Helligkeitswahrnehmung nicht abbilden. Deswegen muissen
Licht-Phanomene, wie die zeitliche Augenadaption, blendendes Licht, vermindertes Seh-
vermdgen und skotopisches Sehen, simuliert werden, um realistische Bilder zu erzeugen.
Obwohl eine Simulation basierend auf physikalischen Grundlagen, die wahrgenommene
Echtheit von VR |Applikationen wesentlich erhthen kdnnte, wurde dieses Thema noch
nicht vollstandig wissenschaftlich erforscht.

Wir stellen einen Post-Processing Arbeitsablauf vor, fir VR und augmented reality (AR),
mithilfe von Eye Tracking, welcher auf medizinischen Untersuchungen von gesunden,
menschlichen Augen basiert und auRerdem Echtzeit Laufzeiten erzielen kann, um Licht-
elekte so real wie méglich zu simulieren. Wir stellen neue und schnellere Algorithmen
vor, um die Simulation von blendenden Lichtern und vermindertem Sehvermégen im
Dunkeln realistischer wirken zu lassen. Wir adaptieren die Intensitéat des in das Auge
einfallenden Lichts abhangig von der Blickrichtung des Nutzers. Zusatzlich simulieren
wir die Anpassung des Auges an verschiedene Lichtverhéltnisse, sowie die Veranderung
der Farbwahrnehmung im Dunkeln.

Wir haben die erste Versuchsstudie abgehalten, welche eine Alltagsszene mit niedrigen
Lichtverhaltnissen direkt mit einer entsprechenden|VR Simulation vergleicht. Viele
Teilnehmer erwahnten, dass die Simulation der meisten Elékte ahnlich, beziehungsweise
gleich, wie ihre eigene Wahrnehmung waren. Es hat sich jedoch herausgestellt, dass
weitere Arbeit an dem Erscheinungsbild des blendenden Lichts sowie dessen Bewegungen
notwendig sind. Wir schliel3en, dass unsere Arbeit eine Grundlage fur weitere Forschung
bezlglich der Simulation und individuellen Anpassung an Lichtelékte, gelegt hat.






Abstract

The perception of light and light incidence in the human eye is substantially dilérent

in real-world scenarios and virtual reality (VR) |simulations. Standard low dynamic
range displays, as used in commoh VR headsets, are not able to replicate the same
light intensities we see in reality. Therefore, light phenomenons, such as temporal eye
adaptation, perceptual glare, visual acuity reduction and scotopic color vision need to be
simulated to generate realistic images. Even though, a physically based simulation of
these elects could increase the perceived reality of VR applications, this topic has not
been thoroughly researched yet.

We propose a post-processing workflow for VR and augmented reality (AR), using eye
tracking, that is based on medical studies of the healthy human eye and is able to run in
real time, to simulate light el@cts as close to reality as possible. We improve an existing
temporal eye adaptation algorithm to be view-dependent. We adapt a medically based
glare simulation to run in VR ]and AR. Additionally, we add eye tracking to adjust the
glare intensity according to the viewing direction and the glare appearance depending on
the user’s pupil size. We propose a new function fit for the reduction of visual acuity in
VR/head mounted displays. Finally, we include scotopic color vision for more realistic
rendering of low-light scenes.

We conducted a primarily qualitative pilot study, comparing a real-world low-light scene
to our VR|simulation through individual, perceptual evaluation. Most participants
mentioned, that the simulation of temporal eye adaptation, visual acuity reduction and
scotopic color vision was similar or the same as their own perception in the real world.
However, further work is necessary to improve the appearance and movement of our
proposed glare kernel. We conclude, that our work has laid a ground base for further
research regarding the simulation and individual adaptation to the perception of light in
VRI|
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Reality is merely an illusion, albeit a very persistent one.

Albert Einstein






CHAPTER

Introduction

1.1 Motivation and Problem Statement

With the increasing numbers of virtual reality (VR) and augmented reality (AR) ap-
plications and simulations, many new research topics and challenges arise. Continually
improving VR hardware allows for techniques that would not have been possible just

a few years ago. A big focus of VR is to give the user an immersive experience, and
while various factors can have an impact on that (such as the ease of use, cybersickness,
or interactivity) [ MH17], realistic graphics play an essential role. A signi cant aspect
that has to be considered when trying to achieve realism is light. The human vision

is dependent on light and the lighting of a scene in order for us to be able to under-
stand it correctly. An appropriate simulation of perceived light in VR can be used in
many di erent areas, such as gaming, applications focused on perception, or for visual
e ects. Furthermore, real-world applications, such as driving simulators, the analysis of
eye diseases or architectural planning tools, can be enhanced to achieve more accurate
simulations with correct light perception and glare e ects.

Most previous lighting and visual-perception algorithms [KMS05, YBMSO05] were devel-
oped (and are still mainly used) for 2D displays. The light calculations themselves are
done in 3D space, but the output media is still merely two dimensional. Displaying
an image on a 2D screen does not give the impression of actually being in the scene
an image only gives a small insight into a much larger environment, like a window to
the world. Using VR, these restrictions do not apply: a user can freely experience the
whole virtual scene the way they want to. VR leads to a more immersive and realistic
simulation than when looking at a standard display. To be as immersive as possible, very
detailed algorithms are necessary to avoid the break of immersion through rendering
artifacts. Viewing a scene in VR is perceptually di erent from normal monitors, due to
the complete human eld of view (FOV) being covered by the head mounted display
(HMD), blocking all other light in uences on the eyes, and the shorter distance between
the eyes and the display. An HMD should reproduce what actual human eyes perceive and

1
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not simulate a camera'’s vision. However, the di erences in visual perception of common
displays and VR are not a key focus in current VR rendering the same algorithms as

for 2D screens are employed. The perceptual di erences of standard displays and HMDs
are neglected in today's approaches. There is no real-time VR simulation tool, that is

able to display the full range of the human visual system true to human perception.

Implementing medically based approaches regarding the perception of light in VR hasn't
been explored at all. To the best of our knowledge, there are no large-scale analyses of
individual user perception in VR and the di erences to common displays. Furthermore,
detailed medical algorithms require a lot of processing power for the exact calculation of
all kinds of in uences on perception. Especially in VR, the runtime is a critical issue
due to the high pixel count of HMDs and a necessary minimum of 90 frames per second
(FPS) to avoid visible stutters. Therefore, perceptually realistic algorithms in VR have
high requirements and are not always fully able to run in real time on current hardware.

Furthermore, a user's light perception depends on many circumstances, for example, pupil
size, visual acuity, or a person's ageGPB™* 13, ZDRCLG19]. Nevertheless, these factors

are not accounted for in common algorithms. General approaches for displaying light on
2D devices do not su ce for the three-dimensionality as provided by HMDs, because

of inherently di erent perception in VR and higher demands regarding performance.

We need more accurate light simulations in VR, to allow for more realism and enable a
user to actually feel like they are in the scene. Multiple in uences on the human eye in

natural situations have to be included in order to be able to represent a scene as realistic
as possible.

The human eye is designed to adapt to di erent light conditions of the real world. Even
though we can only distinguish between about 100 levels of brightness, we are still able
to see in very dark environments, as well as in really bright surroundings. The eye is
continuously adapting to di erent lighting conditions: For vision in dark rooms our pupils
dilate, and the rods in our eyes are activated. This is called scotopic vision. In bright
sunlight, the iris constricts the size of our pupils, and we are capable of color vision,
i.e., photopic vision, due to activated cones KMS05]. This means that we adjust to
various levels of light, depending on the brightness of the area that is observed. Therefore,
the brightness perception of humans is gaze-dependenvgnl7]. The current viewing
direction in uences the way the light enters the eye, especially in low-light scenes with
single light sources.

Consequently, the simulated illumination of a scene needs to be adjusted accordingly
for displaying it in an HMD. The calculated luminance values have to be mapped
to the available range of brightness levels in a perceptually pleasing way, e.g., with
tone mapping. Yet, the major perceptual di erence in VR from common displays is
not included in today's VR rendering. To achieve a proper mapping of all brightness
levels, the viewing direction has to be known to simulate the eye adaptation interactively,
depending on whether the user looks at bright or dark areas. Current approaches that rely
on the viewing direction were developed for conventional 2D displaysMIM13]. However,
interactive adaptation is currently not commonly considered, because the detection of
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the viewing direction requires additional eye-tracking hardware. Moreover, 2D displays
are not fully immersive; thus, there is no need for the scene to be entirely perceptually
correct, because the perception is not close to real life regardless. Approaches designed
for computer screens are not able to control the the complete human visual eld as in
VR and rendering algorithms might excessively compress the brightness values of the
whole scene.

To achieve full immersion and realistic perception in VR, the gaze direction is needed to
determine the exact incidence of light in the eye. In order to display light in a natural
way, similar to real-world perception, e cient VR algorithms are required based on
medical research, which take interactive factors, like pupil size and viewing direction,
into account. This means additional hardware (speci cally an eye tracker) and dedicated
methods are necessary to simulate realistic perception of light.

1.2 Aim of the Work

In this project, it is our goal to develop an application that can simulate perceptually
realistic scenes under any lighting condition in VR. We aim to simulate light in a natural
way, as the human eye perceives it. Using an eye tracker, we are able to measure the
state of the eye, e.g., size of the pupil or viewing direction, and in response, adapt the
displayed image. With VR, we are entirely in control of what the user sees there is
no other in uence of the real world possible as there would be with standard displays.
Therefore, we can measure and control the incidence of light into the eye of a user
precisely. Other perceptually in uenced algorithms [JS17, KMS05] are not capable of
including or adapting to the state of the eye or to control ambient light of the room other
than the monitor itself. Therefore, they make generalizations that possibly lead to less
perceptually accurate results. By combining VR and eye tracking with medical research
of the human eye, we aim to increase realism and create more immersive and authentic
applications.

1.3 Contribution

We have developed a method that can build upon any traditional light calculation of a
scene and adapt the displayed image locally and depending on the view direction. This
simulation includes not only the adaptation to light or dark areas but the impact of light
on the whole image, in particular glare e ects and star-shaped artifacts perceived when
looking into bright light.

As rendering engine we use Unreal Engine (UE), where we were able to add our adaptations
as post-processing stages. This thesis builds upon algorithms intended for 2D displays
and adapts them for VR rendering. We rely on the perceptual tonemapper proposed
by Krawczyk et al. [KMS05] and update their temporal eye adaptation, visual acuity
reduction and scotopic color vision for VR, to run in real time and achieve perceptually
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realistic results. Furthermore, we have modi ed the perceptual glare by Ritschel et
al. [RIF*09] to run in real time with an eye tracker.

We make the following contributions:

We developed a new post-processing work ow for more accurate light simulation in
VR and AR, which can be used for vision impairment studies, evaluating lighting
conditions for architectural room planning, as well as more realistic computer
games.

We adjusted the simulated image to reproduce temporal eye adaptation, as well as
visual acuity reduction and scotopic color vision in dark areas.

We modi ed the Temporal Glare proposed by Ritschel et al. [ RIF*09] to run in
real-time VR/AR following an optometrist's advice, resulting in our perceptual
glare.

We used an eye tracker to adjust our simulation to light characteristics in real time.
We adapt the scene brightness depending on the viewing direction or the glare
e ect and the pupil size.

We conducted the rst user study that compares a real-world low-light situation
to a VR simulation using a perceptual evaluation. Our results show that visual
perception is di erent for each participant, yet overall our simulation was able to
give the impression of a realistic scene.

This approach should lead to a more natural impression in VR and will allow us to conduct
user studies on perception and human vision more e ciently and realistically than before.
In future work, our methodology can be used, in combination with vision-impairment
simulations [KEW * 19, to allow for more realistic applications when simulating eye
diseases. Additionally, with glare e ects based on real user perception, it will be possible
to improve the simulation of light during the planning period of buildings for architects
and lighting designers. Problematic areas regarding the placement of luminaries could be
identi ed more easily, and handled during the early planning stages, to avoid creating
uncomfortable glare e ects.

An example comparison of the default settings of a common renderer to our contribution
can be seen in Figure 1.1.



1.3. Contribution

(a) Default renderer settings.

(b) Our approach.

Figure 1.1: Comparison of a standard rendering method to our perceptually adapted
method of a low-light scene.
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1.4 Structure of the Work

In Chapter 2, we explain the necessary background knowledge of this thesis. This includes
medical details on the human eye and how we perceive light and color. Furthermore,
technical details on brightness compression in computer graphics are explained, as well
as the Fast Fourier transformation, which we use in our approach. In Chapter 3, we
explain the current state of the art in related work. Approaches similar to our method,
which aim to simulate light realistically, and algorithms that approximate natural e ects

in standard vision are presented.

In Chapter 4, we give an overview of our proposed methodology. An introduction to all
the topics we deal with in this thesis and their dependencies are made. In Chapter 5,
we lay out the methodology of this thesis in detail. The four main e ects of human
light perception, i.e., temporal eye adaptation, perceptual glare, visual acuity reduction,
and scotopic color vision, and their application to a rendered image are explained. In
Chapter 6, we give all details regarding the implementation of this work. We describe
the software we used and speci ¢ rendering details for our methodology.

In Chapter 7, the results of this thesis and its evaluation are presented. We give insight
into the conducted user study, with the necessary hardware. Furthermore, we discuss
the results at hand and compare their bene ts as well as shortcomings in comparison to
similar works. The runtimes of the application at hand are also presented. In Chapter 8,
we conclude our thesis and present some possibilities for future work.



CHAPTER

Background

In this chapter, all the background knowledge applied in this thesis is described. First, we
discuss the anatomical medical details of the human eye, where the relevance of each part
to this work is analyzed. Secondly, the human perception of light is explained, including
the physical properties leading to human light perception, as well as the in uence of
anatomical characteristics on di erent visual e ects. Next, the technical specics of
tting the full range of human light vision onto a standard display are illustrated. Finally,

we explain the mathematical details of the Fast Fourier transformation (FFT) used in
this work.

2.1 Anatomy of the Human Eye

In this section, we will describe the anatomical basis of the human eye. The parts of the
eye that in uence our perception regarding light incidence and processing are explained
and how they might di er between humans or change with age.

The eye is an ellipsoid with an average diameter of 24 mm along its longest axis. A
sketch that indicates all parts of the human eye, that are signi cant for our work can be
seen in Figure 2.1. We describe these parts in the following sections.

2.1.1 Cornea

Light entering the eye rst hits the cornea, a transparent protection layer. It accounts for
approximately 70% of total light refraction in the eye [Sril18], due to the vast di erence in
refractive index between air and the cornea's tissue. Irregularities in the surface structure
can cause optical aberrations and scattering errorsgMV* 16]. When light rays deviate
from their original path (but less than 90 ), it is called forward light scatter or straylight
and can cause changes in luminance or lead to glare e ects. Backward scattering (more
than 90 deviation) re ects rays away from the eye. Hence, it leads to a loss of these
light rays for the human eye.
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Figure 2.1: Anatomy of the right human eye. (1) Pupil; (2) Anterior chamber; (3) Cornea;
(4) Iris; (B) Lens; (6) Optic disc; (7) Optic nerve; (8) Fovea; (9) Retina; (10) Vitreous
body. Adapted from [ChaO7].

2.1.2 Anterior Chamber

The anterior chamber is located between the cornea and the iris and is lled by the
aqueous humor [G09]. Light scattering or glare in this area only appears in infected or
in amed eyes [Thol9]. Since we base our approach on healthy and normal eyes, we do
not take this part into further consideration.

2.1.3 Iris and Pupill

The (usually) colorful iris surrounds the pupil of the eye. Muscles connected to the iris
allow it to contract and dilate like a diaphragm, as shown in Figure 2.2. The pupil acts
as aperture that lets light into the eye and adjusts to the amount of light entering. The
pupil size ranges from approximately 2 to 8 mm, and responds to luminance changes of
the viewed scene, which is called theupillary light re ex [PAF*08].

According to a study by Rozema et al. RdBT10], the color of the iris only has a minor
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Figure 2.2: Pupil constriction and dilation. Reprinted from [Gre06].

in uence on the scattering of light and is neglectable for a model of straylight. However,
it has been shown that retinal straylight is dependent on the pupil diameter under all
lighting conditions [FTCvdBO07]. In detail, more light can enter the eye and scatter with
wide pupils than small pupils. Therefore, we include the pupil size as a parameter for
our glare model.

2.1.4 Lens

The lens is a biconvex structure of transparent tissue with a diameter of approximately
10 mm, which consists of protein structures and is mainly responsible for generating an
image on the retina |G09]. It is located behind the iris and pupil and connects them to
the vitreous body. It is held in place by suspensory ligaments and ciliary muscles, which
are also used for deforming, i.e., focusing, the lens.

The lens consists of the lens nucleus and the lens cortex. The nucleus contains long, thin
cells, which are circularly ordered around the cortex. However, the nucleus does not
contribute to light scattering [vdBS99].

The protein structures in the cortex are spherical particles in a highly ordered arrangement.
Irregularities in this ordering or particles of increased size lead to interferences, which
results in unevenly scattered light and, therefore, in retinal straylight [Tuc97]. In general,

large particles dominate the forward scattering fdBS99], with a median radius of 724

nm and taking up a fraction of 6 10 © of the lens volume. Therefore, many thousand
particles of increased size are present in healthy eyes [vdBHCO5].

2.1.5 Vitreous Body

The vitreous body is a transparent, gelatinous substance that takes up approximately
80% of the eyeball's volume YS2(. It holds the lens and retina in place and maintains
eye pressure to keep the eyeball's near-spherical shape. The vitreous body transmits light
with minimal scattering due to a low concentration of particles in healthy eyes Rem12
and is therefore not taken into account for our simulations.
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