
Perception of Light in Virtual
Reality

DIPLOMARBEIT

zur Erlangung des akademischen Grades

Diplom-Ingenieurin

im Rahmen des Studiums

Visual Computing

eingereicht von

Laura R. Luidolt, BSc
Matrikelnummer 01427250

an der Fakultät für Informatik

der Technischen Universität Wien

Betreuung: Associate Prof. Dipl.-Ing. Dipl.-Ing. Dr.techn. Michael Wimmer
Mitwirkung: Univ.Ass. Dipl.-Ing. Katharina Krösl, BSc

Wien, 2. Februar 2020
Laura R. Luidolt Michael Wimmer

Technische Universität Wien
A-1040 Wien Karlsplatz 13 Tel. +43-1-58801-0 www.tuwien.ac.at





Perception of Light in Virtual
Reality

DIPLOMA THESIS

submitted in partial fulfillment of the requirements for the degree of

Diplom-Ingenieurin

in

Visual Computing

by

Laura R. Luidolt, BSc
Registration Number 01427250

to the Faculty of Informatics

at the TU Wien

Advisor: Associate Prof. Dipl.-Ing. Dipl.-Ing. Dr.techn. Michael Wimmer
Assistance: Univ.Ass. Dipl.-Ing. Katharina Krösl, BSc

Vienna, 2nd February, 2020
Laura R. Luidolt Michael Wimmer

Technische Universität Wien
A-1040 Wien Karlsplatz 13 Tel. +43-1-58801-0 www.tuwien.ac.at





Erklärung zur Verfassung der
Arbeit

Laura R. Luidolt, BSc

Hiermit erkläre ich, dass ich diese Arbeit selbständig verfasst habe, dass ich die verwen-
deten Quellen und Hilfsmittel vollständig angegeben habe und dass ich die Stellen der
Arbeit – einschließlich Tabellen, Karten und Abbildungen –, die anderen Werken oder
dem Internet im Wortlaut oder dem Sinn nach entnommen sind, auf jeden Fall unter
Angabe der Quelle als Entlehnung kenntlich gemacht habe.

Wien, 2. Februar 2020
Laura R. Luidolt

v





Acknowledgements

First of all, I would like to thank Prof. Michael Wimmer for his guidance during this
work.

Furthermore, I want to thank Katharina Krösl for letting me take part in her project on
simulating vision impairments and her valuable input while proofreading this thesis.

I would also like to thank Prof. Michael Pircher from the Medical University of Vienna
for answering my questions about the scattering of light in the human eye.

Moreover, a big thanks to all my user study participants, for giving me helpful feedback
on my application.

This work was enabled by the Competence Centre VRVis. VRVis is funded by BMVIT,
BMDW, Styria, SFG and Vienna Business Agency in the scope of COMET - Competence
Centers for Excellent Technologies (854174) which is managed by FFG.

The hardware used in this project was funded by the TU Wien Informatics Förderungs-
stipendium.

My personal thanks goes out to my mother, for her never ending support, during my
studies and especially my whole life. Also, thank you, for constantly sending me pictures
of our cat.

Last but not least, I want to thank my boyfriend, Lukas, for preserving my last three
molecules of serotonin by giving me food and attention.

vii





Kurzfassung

Die Lichtwahrnehmung und der Lichteinfall in das menschliche Auge sind grundlegend
anders in Szenarien der wirklichen Welt als in Virtual reality (VR) Simulationen. Gewöhn-
liche Displays, wie sie beispielsweise in VR Headsets verwendet werden, können den vollen
Umfang der menschlichen Helligkeitswahrnehmung nicht abbilden. Deswegen müssen
Licht-Phänomene, wie die zeitliche Augenadaption, blendendes Licht, vermindertes Seh-
vermögen und skotopisches Sehen, simuliert werden, um realistische Bilder zu erzeugen.
Obwohl eine Simulation basierend auf physikalischen Grundlagen, die wahrgenommene
Echtheit von VR Applikationen wesentlich erhöhen könnte, wurde dieses Thema noch
nicht vollständig wissenschaftlich erforscht.

Wir stellen einen Post-Processing Arbeitsablauf vor, für VR und augmented reality (AR),
mithilfe von Eye Tracking, welcher auf medizinischen Untersuchungen von gesunden,
menschlichen Augen basiert und außerdem Echtzeit Laufzeiten erzielen kann, um Licht-
effekte so real wie möglich zu simulieren. Wir stellen neue und schnellere Algorithmen
vor, um die Simulation von blendenden Lichtern und vermindertem Sehvermögen im
Dunkeln realistischer wirken zu lassen. Wir adaptieren die Intensität des in das Auge
einfallenden Lichts abhängig von der Blickrichtung des Nutzers. Zusätzlich simulieren
wir die Anpassung des Auges an verschiedene Lichtverhältnisse, sowie die Veränderung
der Farbwahrnehmung im Dunkeln.

Wir haben die erste Versuchsstudie abgehalten, welche eine Alltagsszene mit niedrigen
Lichtverhältnissen direkt mit einer entsprechenden VR Simulation vergleicht. Viele
Teilnehmer erwähnten, dass die Simulation der meisten Effekte ähnlich, beziehungsweise
gleich, wie ihre eigene Wahrnehmung waren. Es hat sich jedoch herausgestellt, dass
weitere Arbeit an dem Erscheinungsbild des blendenden Lichts sowie dessen Bewegungen
notwendig sind. Wir schließen, dass unsere Arbeit eine Grundlage für weitere Forschung
bezüglich der Simulation und individuellen Anpassung an Lichteffekte, gelegt hat.
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Abstract

The perception of light and light incidence in the human eye is substantially different
in real-world scenarios and virtual reality (VR) simulations. Standard low dynamic
range displays, as used in common VR headsets, are not able to replicate the same
light intensities we see in reality. Therefore, light phenomenons, such as temporal eye
adaptation, perceptual glare, visual acuity reduction and scotopic color vision need to be
simulated to generate realistic images. Even though, a physically based simulation of
these effects could increase the perceived reality of VR applications, this topic has not
been thoroughly researched yet.

We propose a post-processing workflow for VR and augmented reality (AR), using eye
tracking, that is based on medical studies of the healthy human eye and is able to run in
real time, to simulate light effects as close to reality as possible. We improve an existing
temporal eye adaptation algorithm to be view-dependent. We adapt a medically based
glare simulation to run in VR and AR. Additionally, we add eye tracking to adjust the
glare intensity according to the viewing direction and the glare appearance depending on
the user’s pupil size. We propose a new function fit for the reduction of visual acuity in
VR head mounted displays. Finally, we include scotopic color vision for more realistic
rendering of low-light scenes.

We conducted a primarily qualitative pilot study, comparing a real-world low-light scene
to our VR simulation through individual, perceptual evaluation. Most participants
mentioned, that the simulation of temporal eye adaptation, visual acuity reduction and
scotopic color vision was similar or the same as their own perception in the real world.
However, further work is necessary to improve the appearance and movement of our
proposed glare kernel. We conclude, that our work has laid a ground base for further
research regarding the simulation and individual adaptation to the perception of light in
VR.
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“Reality is merely an illusion, albeit a very persistent one.”

– Albert Einstein





CHAPTER 1
Introduction

1.1 Motivation and Problem Statement
With the increasing numbers of virtual reality (VR) and augmented reality (AR) ap-
plications and simulations, many new research topics and challenges arise. Continually
improving VR hardware allows for techniques that would not have been possible just
a few years ago. A big focus of VR is to give the user an immersive experience, and
while various factors can have an impact on that (such as the ease of use, cybersickness,
or interactivity) [MH17], realistic graphics play an essential role. A significant aspect
that has to be considered when trying to achieve realism is light. The human vision
is dependent on light and the lighting of a scene in order for us to be able to under-
stand it correctly. An appropriate simulation of perceived light in VR can be used in
many different areas, such as gaming, applications focused on perception, or for visual
effects. Furthermore, real-world applications, such as driving simulators, the analysis of
eye diseases or architectural planning tools, can be enhanced to achieve more accurate
simulations with correct light perception and glare effects.

Most previous lighting and visual-perception algorithms [KMS05, YBMS05] were devel-
oped (and are still mainly used) for 2D displays. The light calculations themselves are
done in 3D space, but the output media is still merely two dimensional. Displaying
an image on a 2D screen does not give the impression of actually being in the scene –
an image only gives a small insight into a much larger environment, like a window to
the world. Using VR, these restrictions do not apply: a user can freely experience the
whole virtual scene the way they want to. VR leads to a more immersive and realistic
simulation than when looking at a standard display. To be as immersive as possible, very
detailed algorithms are necessary to avoid the break of immersion through rendering
artifacts. Viewing a scene in VR is perceptually different from normal monitors, due to
the complete human field of view (FOV) being covered by the head mounted display
(HMD), blocking all other light influences on the eyes, and the shorter distance between
the eyes and the display. An HMD should reproduce what actual human eyes perceive and
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1. Introduction

not simulate a camera’s vision. However, the differences in visual perception of common
displays and VR are not a key focus in current VR rendering – the same algorithms as
for 2D screens are employed. The perceptual differences of standard displays and HMDs
are neglected in today’s approaches. There is no real-time VR simulation tool, that is
able to display the full range of the human visual system true to human perception.

Implementing medically based approaches regarding the perception of light in VR hasn’t
been explored at all. To the best of our knowledge, there are no large-scale analyses of
individual user perception in VR and the differences to common displays. Furthermore,
detailed medical algorithms require a lot of processing power for the exact calculation of
all kinds of influences on perception. Especially in VR, the runtime is a critical issue
due to the high pixel count of HMDs and a necessary minimum of 90 frames per second
(FPS) to avoid visible stutters. Therefore, perceptually realistic algorithms in VR have
high requirements and are not always fully able to run in real time on current hardware.

Furthermore, a user’s light perception depends on many circumstances, for example, pupil
size, visual acuity, or a person’s age [GPB+13, ZDRCLG19]. Nevertheless, these factors
are not accounted for in common algorithms. General approaches for displaying light on
2D devices do not suffice for the three-dimensionality as provided by HMDs, because
of inherently different perception in VR and higher demands regarding performance.
We need more accurate light simulations in VR, to allow for more realism and enable a
user to actually feel like they are in the scene. Multiple influences on the human eye in
natural situations have to be included in order to be able to represent a scene as realistic
as possible.

The human eye is designed to adapt to different light conditions of the real world. Even
though we can only distinguish between about 100 levels of brightness, we are still able
to see in very dark environments, as well as in really bright surroundings. The eye is
continuously adapting to different lighting conditions: For vision in dark rooms our pupils
dilate, and the rods in our eyes are activated. This is called scotopic vision. In bright
sunlight, the iris constricts the size of our pupils, and we are capable of color vision,
i.e., photopic vision, due to activated cones [KMS05]. This means that we adjust to
various levels of light, depending on the brightness of the area that is observed. Therefore,
the brightness perception of humans is gaze-dependent [Man17]. The current viewing
direction influences the way the light enters the eye, especially in low-light scenes with
single light sources.

Consequently, the simulated illumination of a scene needs to be adjusted accordingly
for displaying it in an HMD. The calculated luminance values have to be mapped
to the available range of brightness levels in a perceptually pleasing way, e.g., with
tone mapping. Yet, the major perceptual difference in VR from common displays is
not included in today’s VR rendering. To achieve a proper mapping of all brightness
levels, the viewing direction has to be known to simulate the eye adaptation interactively,
depending on whether the user looks at bright or dark areas. Current approaches that rely
on the viewing direction were developed for conventional 2D displays [MM13]. However,
interactive adaptation is currently not commonly considered, because the detection of
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1.2. Aim of the Work

the viewing direction requires additional eye-tracking hardware. Moreover, 2D displays
are not fully immersive; thus, there is no need for the scene to be entirely perceptually
correct, because the perception is not close to real life regardless. Approaches designed
for computer screens are not able to control the the complete human visual field as in
VR and rendering algorithms might excessively compress the brightness values of the
whole scene.

To achieve full immersion and realistic perception in VR, the gaze direction is needed to
determine the exact incidence of light in the eye. In order to display light in a natural
way, similar to real-world perception, efficient VR algorithms are required based on
medical research, which take interactive factors, like pupil size and viewing direction,
into account. This means additional hardware (specifically an eye tracker) and dedicated
methods are necessary to simulate realistic perception of light.

1.2 Aim of the Work

In this project, it is our goal to develop an application that can simulate perceptually
realistic scenes under any lighting condition in VR. We aim to simulate light in a natural
way, as the human eye perceives it. Using an eye tracker, we are able to measure the
“state” of the eye, e.g., size of the pupil or viewing direction, and in response, adapt the
displayed image. With VR, we are entirely in control of what the user sees – there is
no other influence of the real world possible as there would be with standard displays.
Therefore, we can measure and control the incidence of light into the eye of a user
precisely. Other perceptually influenced algorithms [JS17, KMS05] are not capable of
including or adapting to the state of the eye or to control ambient light of the room other
than the monitor itself. Therefore, they make generalizations that possibly lead to less
perceptually accurate results. By combining VR and eye tracking with medical research
of the human eye, we aim to increase realism and create more immersive and authentic
applications.

1.3 Contribution

We have developed a method that can build upon any traditional light calculation of a
scene and adapt the displayed image locally and depending on the view direction. This
simulation includes not only the adaptation to light or dark areas but the impact of light
on the whole image, in particular glare effects and star-shaped artifacts perceived when
looking into bright light.

As rendering engine we use Unreal Engine (UE), where we were able to add our adaptations
as post-processing stages. This thesis builds upon algorithms intended for 2D displays
and adapts them for VR rendering. We rely on the perceptual tonemapper proposed
by Krawczyk et al. [KMS05] and update their temporal eye adaptation, visual acuity
reduction and scotopic color vision for VR, to run in real time and achieve perceptually
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1. Introduction

realistic results. Furthermore, we have modified the perceptual glare by Ritschel et
al. [RIF+09] to run in real time with an eye tracker.

We make the following contributions:

• We developed a new post-processing workflow for more accurate light simulation in
VR and AR, which can be used for vision impairment studies, evaluating lighting
conditions for architectural room planning, as well as more realistic computer
games.

• We adjusted the simulated image to reproduce temporal eye adaptation, as well as
visual acuity reduction and scotopic color vision in dark areas.

• We modified the “Temporal Glare” proposed by Ritschel et al. [RIF+09] to run in
real-time VR/AR following an optometrist’s advice, resulting in our perceptual
glare.

• We used an eye tracker to adjust our simulation to light characteristics in real time.
We adapt the scene brightness depending on the viewing direction or the glare
effect and the pupil size.

• We conducted the first user study that compares a real-world low-light situation
to a VR simulation using a perceptual evaluation. Our results show that visual
perception is different for each participant, yet overall our simulation was able to
give the impression of a realistic scene.

This approach should lead to a more natural impression in VR and will allow us to conduct
user studies on perception and human vision more efficiently and realistically than before.
In future work, our methodology can be used, in combination with vision-impairment
simulations [KEW+19], to allow for more realistic applications when simulating eye
diseases. Additionally, with glare effects based on real user perception, it will be possible
to improve the simulation of light during the planning period of buildings for architects
and lighting designers. Problematic areas regarding the placement of luminaries could be
identified more easily, and handled during the early planning stages, to avoid creating
uncomfortable glare effects.

An example comparison of the default settings of a common renderer to our contribution
can be seen in Figure 1.1.
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1.3. Contribution

(a) Default renderer settings.

(b) Our approach.

Figure 1.1: Comparison of a standard rendering method to our perceptually adapted
method of a low-light scene.
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1. Introduction

1.4 Structure of the Work
In Chapter 2, we explain the necessary background knowledge of this thesis. This includes
medical details on the human eye and how we perceive light and color. Furthermore,
technical details on brightness compression in computer graphics are explained, as well
as the Fast Fourier transformation, which we use in our approach. In Chapter 3, we
explain the current state of the art in related work. Approaches similar to our method,
which aim to simulate light realistically, and algorithms that approximate natural effects
in standard vision are presented.

In Chapter 4, we give an overview of our proposed methodology. An introduction to all
the topics we deal with in this thesis and their dependencies are made. In Chapter 5,
we lay out the methodology of this thesis in detail. The four main effects of human
light perception, i.e., temporal eye adaptation, perceptual glare, visual acuity reduction,
and scotopic color vision, and their application to a rendered image are explained. In
Chapter 6, we give all details regarding the implementation of this work. We describe
the software we used and specific rendering details for our methodology.

In Chapter 7, the results of this thesis and its evaluation are presented. We give insight
into the conducted user study, with the necessary hardware. Furthermore, we discuss
the results at hand and compare their benefits as well as shortcomings in comparison to
similar works. The runtimes of the application at hand are also presented. In Chapter 8,
we conclude our thesis and present some possibilities for future work.
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CHAPTER 2
Background

In this chapter, all the background knowledge applied in this thesis is described. First, we
discuss the anatomical medical details of the human eye, where the relevance of each part
to this work is analyzed. Secondly, the human perception of light is explained, including
the physical properties leading to human light perception, as well as the influence of
anatomical characteristics on different visual effects. Next, the technical specifics of
fitting the full range of human light vision onto a standard display are illustrated. Finally,
we explain the mathematical details of the Fast Fourier transformation (FFT) used in
this work.

2.1 Anatomy of the Human Eye
In this section, we will describe the anatomical basis of the human eye. The parts of the
eye that influence our perception regarding light incidence and processing are explained
and how they might differ between humans or change with age.

The eye is an ellipsoid with an average diameter of 24 mm along its longest axis. A
sketch that indicates all parts of the human eye, that are significant for our work can be
seen in Figure 2.1. We describe these parts in the following sections.

2.1.1 Cornea

Light entering the eye first hits the cornea, a transparent protection layer. It accounts for
approximately 70% of total light refraction in the eye [Sri18], due to the vast difference in
refractive index between air and the cornea’s tissue. Irregularities in the surface structure
can cause optical aberrations and scattering errors [SMV+16]. When light rays deviate
from their original path (but less than 90◦), it is called forward light scatter or straylight
and can cause changes in luminance or lead to glare effects. Backward scattering (more
than 90◦ deviation) reflects rays away from the eye. Hence, it leads to a loss of these
light rays for the human eye.

7



2. Background
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Figure 2.1: Anatomy of the right human eye. (1) Pupil; (2) Anterior chamber; (3) Cornea;
(4) Iris; (5) Lens; (6) Optic disc; (7) Optic nerve; (8) Fovea; (9) Retina; (10) Vitreous
body. Adapted from [Cha07].

2.1.2 Anterior Chamber

The anterior chamber is located between the cornea and the iris and is filled by the
aqueous humor [IG09]. Light scattering or glare in this area only appears in infected or
inflamed eyes [Tho19]. Since we base our approach on healthy and normal eyes, we do
not take this part into further consideration.

2.1.3 Iris and Pupil

The (usually) colorful iris surrounds the pupil of the eye. Muscles connected to the iris
allow it to contract and dilate like a diaphragm, as shown in Figure 2.2. The pupil acts
as aperture that lets light into the eye and adjusts to the amount of light entering. The
pupil size ranges from approximately 2 to 8 mm, and responds to luminance changes of
the viewed scene, which is called the pupillary light reflex [PAF+08].

According to a study by Rozema et al. [RdBT10], the color of the iris only has a minor

8



2.1. Anatomy of the Human Eye

Figure 2.2: Pupil constriction and dilation. Reprinted from [Gre06].

influence on the scattering of light and is neglectable for a model of straylight. However,
it has been shown that retinal straylight is dependent on the pupil diameter under all
lighting conditions [FTCvdB07]. In detail, more light can enter the eye and scatter with
wide pupils than small pupils. Therefore, we include the pupil size as a parameter for
our glare model.

2.1.4 Lens

The lens is a biconvex structure of transparent tissue with a diameter of approximately
10 mm, which consists of protein structures and is mainly responsible for generating an
image on the retina [IG09]. It is located behind the iris and pupil and connects them to
the vitreous body. It is held in place by suspensory ligaments and ciliary muscles, which
are also used for deforming, i.e., focusing, the lens.

The lens consists of the lens nucleus and the lens cortex. The nucleus contains long, thin
cells, which are circularly ordered around the cortex. However, the nucleus does not
contribute to light scattering [vdBS99].

The protein structures in the cortex are spherical particles in a highly ordered arrangement.
Irregularities in this ordering or particles of increased size lead to interferences, which
results in unevenly scattered light and, therefore, in retinal straylight [Tuc97]. In general,
large particles dominate the forward scattering [vdBS99], with a median radius of 724
nm and taking up a fraction of 6× 10−6 of the lens volume. Therefore, many thousand
particles of increased size are present in healthy eyes [vdBHC05].

2.1.5 Vitreous Body

The vitreous body is a transparent, gelatinous substance that takes up approximately
80% of the eyeball’s volume [YS20]. It holds the lens and retina in place and maintains
eye pressure to keep the eyeball’s near-spherical shape. The vitreous body transmits light
with minimal scattering due to a low concentration of particles in healthy eyes [Rem12]
and is therefore not taken into account for our simulations.

9



2. Background

Figure 2.3: Structure of the retina’s layers and cells. Reprinted from [Sch06].

2.1.6 Retina and Fovea

The retina covers most of the inner eyeball’s backside and is responsible for capturing
the image that is projected onto it and the first processing of the image [IG09]. It is a
light-sensitive tissue with multiple layers, e.g., the ganglion cell layer, the receptor layer,
and other connecting layers (see Figure 2.3). The fovea is a small area on the retina
along the central axis of light incidence and has the highest concentration of cells and is,
therefore, the point of sharpest vision.

There are two types of photoreceptors, rods and cones, with a significantly higher amount
of rods (approximately 110–125 million), as compared to cones (6.3–6.8 million) [IG09].
Photoreceptors are specialized nerve cells with light-sensitive tips that absorb the incoming
light and transform it into electrical impulses, which is then sent to the brain [Pal99].

The rods are responsible for light and dark vision and are distributed over the whole
retina except the fovea (see Figure 2.4).

The cones are used for color vision and are mainly located in the fovea, and only very
sparsely present in outer regions. They can be divided into three different types, L-
cones, M-cones, and S-cones, which process long (∼ 564 nm), medium (∼ 534 nm) and
short (∼ 420 nm) wavelengths respectively, for red, green and blue colors [Pur19]. The
distribution of cones in the fovea can vary between different people, but on average, have
a relation of L : M : S ≈ 10 : 5 : 1. Outside the fovea, most of the cones are blue-sensitive,

10



2.1. Anatomy of the Human Eye

…  cones

… rodsretina

Figure 2.4: Amount and distribution of rods and cones in the eye. Adapted from [Pur19]
and [Pal99].

and only a small amount of red- and green-sensitive cones are present, as shown in
Figure 2.4. In theory, this means that we are only able to detect color clearly in the
current point of focus. However, the human brain can inter- and extrapolate the colors.
Therefore, we also perceive the side regions as colorful.

The anatomy of retina and fovea, as well as the distribution of photoreceptors significantly
influences our perception. During standard lighting, we are able to see clear shapes and
distinguish colors, while in dark scenarios our vision is less detailed, edges are blurred
and colors are shifted (for details see Section 2.2.2).
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2. Background

2.1.7 Optic Disc and Nerve

All nerve fibers of the eye that transport information to the brain converge to the optic
disc, located approximately 3 mm to the nasal side of the fovea [IG09]. The optic nerve
is the connection from the eye to the brain and is also responsible for the blood supply
of the eye. The disc does not contain any photoreceptors and, therefore, is also known as
the blind spot. It appears at 15 degrees of visual angle on the temporal side of each eye.
However, the blind spot only takes effect in monocular vision and our brain interpolates
the missing data at this spot. Therefore, the optic disc and nerve do not influence our
perception and are not included in our simulation.

2.2 Perception of Light

In this section, the basics of the average human perception of light are described and its
different influences used in this thesis, i.e., ocular straylight resulting in perceptual glare,
the reduction of visual acuity in the dark and scotopic color vision.

2.2.1 Light Incidence and Processing

When bundling light through a small hole, an inverted image can be seen on the other
side, as shown in Figure 2.5. This effect is generated by a so-called pinhole camera. If
the hole is too big, too many rays can enter, and the image appears blurry; if it is too

Figure 2.5: Example of a simple pinhole camera. An inverse image is visible on the
backside of a dark box with a small hole. Reprinted from [MP08].
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small, then the light waves break on the borders and diffract, which also leads to a blurry
result.

In modern cameras a lens is used to bundle incoming light at a specific distance, to allow
for a bigger hole. That hole is then called aperture and the resulting image benefits from
more light entering and is brighter, while still maintaining a sharp result.

Figure 2.6: Comparison of a human eye and a camera. Reprinted from [Pal99].

Our eyes work similar to such a camera, except our lens focuses the light on the retina,
which then processes it further (see Figure 2.6). The human lens is shaped precisely to
focus light on the fovea in a way that most light rays hit this area of sharpest vision.
Additionally, the pupil works as an aperture – it lets in more light rays in dark and less
in bright environments.

As show in Figure 2.6, the human brain continually “receives” an inverted image on the
retina, but is accustomed to this and allows us to see the right side still up/down.

Due to different wavelengths of light entering the eye, there are small differences in
refraction in the lens, and not every “color” hits the retina precisely at the same point,
as shown in Figure 2.7. This effect is especially prominent in the scattering of bright and
intense light, which leads to the bright corona we perceive when looking at a bright light.
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Figure 2.7: Side view of the eye with incoming light. Different wavelengths scatter at
particles in different angles, therefore, creating interferences. Reprinted from [vdBHC05].

Figure 2.8: Luminance levels in the real world and the human visual system. Reprinted
from [KDMF16].

2.2.2 Characteristics Regarding Eye Anatomy

We can explain many phenomena in our vision only via considering the characteristics in
the anatomy of the eye. We aim to cover these in the following.

2.2.2 i. Photoreceptors Efficacy

Cones are able to process luminances from 10−6 to 10 cd
m2 , while rods are active from

0.03 to 108 cd
m2 [KDMF16] (see Figure 2.8). Our perception changes depending on which

cells are primarily active. We distinguish between photopic, mesopic, and scotopic vision.
Photopic vision is our “everyday” vision. We are used to seeing colors and sharp outlines
under different illuminants, i.e., simple indoor lighting or a bright and sunny day. Mesopic
vision is usually active at twilight and dawn. This is the time when both our receptor
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Figure 2.9: Function fit to human visual acuity. Reprinted from Larson et al. [LRP97].

cells are active, and we can still distinguish colors, but they appear shifted and washed
out. Scotopic vision is our night vision, where only rods are active since the incoming
light is too faint to be detected by the cones.

2.2.2 ii. Visual Acuity Reduction in Scotopic Vision

Since there are no rods located in the fovea (i.e., our point of sharpest vision, see
Section 2.1.6), we lose visual acuity at luminances where no cones are active: at less than
0.03 cd

m2 as shown in Figure 2.9. The rods are still able to discern shapes and especially
movement in the dark, but we are not able to fully perceive sharp edges like during
photopic vision.

2.2.2 iii. Colors in Scotopic Vision

During mesopic and scotopic vision, the rods in the eye become more prominent than the
cones. Due to the increasing efficiency of rods, a perceptual color shift towards green and
blue colors occurs. This impression is called the Purkinje effect, which states that the
luminance sensitivity of photoreceptors in scotopic vision is the highest at approximately
507nm, while the photopic sensitivity peaks at 555nm [BDE+09], as shown in Figure 2.10.
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Figure 2.10: The normalized absorbance of blue cones (maximum at 420 nm), rods (498
nm), green cones (534 nm) and red cones (564 nm) at different wavelengths of incident
light. Reprinted from [BD80].

This effect leads to a perceptual change of color vision. In detail, red colors become darker
since no cells can “capture” their wavelengths. Blue-green colors become more prominent
than during photopic vision, because rods are still able to detect these wavelengths.

2.2.2 iv. Noise in Scotopic Vision

The light-sensitive molecules in the rods sometimes fire randomly [Pur19]. Due to the
high amount of rods in the eye, this frequently happens during the scotopic vision, which
we then perceive as random, small flashes. These errors lead to an overall perception of
a “noisy” image.

2.2.2 v. Temporal Adaptation

Human perception is not only dependent on the current scene’s luminance but also
the time spent under specific lighting conditions. For example, being in a dark room
and turning on a lamp leads to oversaturation of the dark-adapted photoreceptors, and
everything is too bright for a few moments. After a few seconds, we adapt to the new
illumination. It takes the human eye approximately 5 minutes to fully adapt in such a
scenario [Bri87]. On the other hand, it can take 20 to 30 minutes to adapt from bright
sunlight to darkness, due to slower reaction times of the rods (see Figure 2.11).
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Figure 2.11: Adaptation to the dark over time. 80% of test subjects lie in the shaded
area. Reprinted from [Lak16].

2.2.3 Impurities of Cornea and Lens

What we perceive as glare is forward-scattered light. Scattering usually happens due
to the eye’s impurities and irregularities, mostly in the cornea and lens, as shown in
Figure 2.12. These small errors (further called particles) break the light waves at different
angles for different wavelengths, which then strike the retina at different positions. This
scattering of particles leads to a common glare phenomena with a corona and a rainbow
halo, as shown in Figure 2.13.

2.2.4 Light Diffraction Inside the Eye

In addition to seeing light as a single particle, it is commonly known that light also has
wave properties. This is called the light wave-particle-duality, and light is the only known
medium in which this phenomenon appears. In the following, we view the refraction on
particles as a diffraction of waves on an obstacle.

The incidence of light through a circular hole creates an airy disk, which is defined by
the wavelength of light and the aperture’s size [Air35]. This airy disk can be generated
by calculating the Fourier transform of the aperture.
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Figure 2.12: Light scattering in the human eye of a monochromatic light, only regarding
the particle characteristic of the light, after Ritschel et al. [RIF+09]. Adapted from [SZ07].
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Figure 2.13: Simulation of a common glare phenomenon.
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2.3 Brightness Range Compression for LDR Displays

Calculating the full humanly visible brightness range from 10−6 to 108 cd
m2 does not pose

any significant problems anymore for current hardware. A challenge that remains is the
displaying of high dynamic range (HDR) scenes, on low dynamic range (LDR) monitors.
An average, modern display has a brightness of 250 cd

m2 with 1000 steps in contrast. These
specifications are still significantly below the full brightness range humans can perceive.
On the other hand, the human brain can distinguish only approximately 100 shades of
gray at once. Therefore, it is, in theory, possible to compress the full brightness of a scene
in a way that it can be displayed perceptually “correct”. Many tone mapping algorithms
aim to achieve proper perceptual compression.

2.3.1 Tone Mapping

The process of compressing the full brightness range of a scene in order to be displayed
on a LDR monitor is called tone mapping. It is necessary to use perception-based
algorithms to achieve visually acceptable results. A simple mapping of ranges usually
leads to washed-out images, and clamping the maximum values will result in bright and
overexposed areas.

Even though a lot is already known about the anatomy of the eye, it is still not completely
understood how our brain processes the information it receives from the eyes. Due to
the complexity of color and brightness perception, it is still challenging to generate an
overall perfect solution for brightness compression. Furthermore, it has to be noted that
perception is subjective and might differ from person to person. Multiple color-comparison
tests show that the same person under the same conditions might still have different
results on a different day [Pur19]. Therefore, it is challenging to generate a completely
“correct” mapping of brightness levels and colors. Many algorithms aim to solve this task
in different ways, however, some fundamentals regarding perception are retained.

2.3.2 General Approach

In common tone-mapping approaches (see Section 3.4), the fact that human light per-
ception is not linear, but logarithmic, is exploited. We can distinguish more shades of
darker colors than brighter ones [GW07]. Therefore, the bright regions of an image can
be compressed more than the dark regions without loss of information.

Furthermore, human perception is very local and changes when focusing on one area or
the other. Our brain can perceive two distant pixels with the same intensity as different
brightnesses due to their surroundings. Therefore, algorithms should only compress the
values of distinct regions and not the whole image.
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2.4 Fast Fourier Transformation
The Fast Fourier transformation (FFT) is a computationally efficient way to calculate a
discrete Fourier transform [Nus81].

A two-dimensional discrete Fourier transform Y of an m-by-n image X is defined
as [MAT20]:

Yp,q =
m−1∑
j=0

n−1∑
k=0

ω(m)j·p · ω(n)k·q ·Xj,k, (2.1)

ω(x) = e−2πi/x. (2.2)

It is a method to transform discrete data (e.g., an image) into the frequency domain,
which can then be processed further and eventually be transformed back into the spatial
domain without loss of information.

Every image has a unique representation in the frequency domain; some samples can be
seen in Figures 2.14-2.17. This transformation can be used for many practical applications,
for example removing high frequencies which leads to a blur of the image.

A naive 2D discrete Fourier transform has a runtime of O(N2), where N = max (m,n),
which is mostly too slow for real-time applications. Using an FFT, a runtime of O(N ·
logN) can be achieved.

There are multiple algorithms proposed to solve this transformation as fast as possible.
Most algorithms make use of the divide-and-conquer method, which recursively calculates
the solution of smaller sections and then combines them into one final output [Nus81].
This method inflicts no error, but the precision of the processor used. Since our approach
is an approximation nonetheless, we are not influenced by these minor errors.
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(a) Discrete data. (b) Fourier transform.

Figure 2.14: Comparison of discrete data and Fourier transform of a small square.

(a) Discrete data. (b) Fourier transform.

Figure 2.15: Comparison of discrete data and Fourier transform of a big square.
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(a) Discrete data. (b) Fourier transform.

Figure 2.16: Comparison of discrete data and Fourier transform of a small circle.

(a) Discrete data. (b) Fourier transform.

Figure 2.17: Comparison of discrete data and Fourier transform of a big circle.
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CHAPTER 3
State of the Art

In this chapter, the current state of the art in related work regarding the simulation and
perception of light is explained in detail.

Human perception depends on the following influences:

• Luminance adaptation

• Glare

• Visual acuity

• Photopic, mesotoic, and scotopic vision

The approaches presented in the following aim to simulate one or more of these perceptual
effects.

First, some recent applications that require correct light simulations are presented.
Secondly, approaches that aim to simulate very bright light on a LDR screen are explained.
Next, the adaptation of the human eye to light or dark illumination, as well as day
and night vision and their simulations, are discussed. Finally, perceptually inspired
tonemappers and their methods are introduced.

3.1 Light Simulation Tools

Simulating light in a physically inspired and, therefore, perceptually pleasing way can be
used in various applications. These tools include, but are not limited to, architectural
design tools, realistic driving simulations, or the study of eye diseases. In this section,
such applications and their methods are presented.
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Krösl et al. [KEW+19] simulated view-dependent eye diseases using an eye tracker.
Different types of cataracts were implemented to allow for better planning of escape
route signs or placement of luminaries in a 3D scene. Eye tracking was used to simulate
intense blinding effects and different intensities of the eye diseases, whether the user
was looking at bright or dark areas on the scene. The authors aimed to generate an
improved understanding of the perception of a vision-impaired person for better handling
for architects, doctors, as well as normal-sighted people. However, this approach does
not include physically realistic simulation of glares or scotopic vision.

Meyer et al. [MGVM16] used perception-based methods to simulate glare situations at
night-time on conventional displays. They focused their research on contrast reduction
for night-driving simulations and glares from oncoming vehicles’ headlights. Finally, their
work was used to study and test reaction times of drivers under realistic conditions. This
research does not include VR simulations, but is merely targeted at 2D displays.

Similarly, Bolling et al. [BSJ10] used an actual lamp in a virtual environment setup
with a projector to simulate dazzling light on different car wind-shields. In their study,
this method proved to simulate a low-lying sun well enough. However, this kind of
setup is very specific for this sort of simulation and therefore difficult to adapt to other
applications.

Jones and Reinhart [JR16] proposed an application that gives predictions of daylight
glare probability, task luminance, and contrast, in real time for architectural design.
Their work was intended as an addition to offline rendered scenes, in order to provide
feedback on the impact of architectural decisions on visual perception faster and more
detailed than before. In contrast to the work of Jones and Reinhart, our simulation of
human vision is able to run in real time in a VR application and therefore provides a
higher level of immersion.

3.2 Simulating Bright Light Sources

Simulating the glare that surrounds bright light sources is used to artificially increase
the perceived brightness range of a displayed scene – we perceive lights with glare as
more intense than those without [YIMS08]. Since most common displays are not able to
replicate the full humanly visible brightness (i.e., LDR screens), a way of increasing the
perceived brightness of the (should-be) dazzling parts of a digital image is necessary to
improve realistic perception.

The most straightforward solution to simulate bright light sources is a Gaussian convo-
lution, i.e., a blur, applied to the bright pixels of a scene, as commonly used in many
game engines [YIMS08]. This results in a uniform glare or glow around light sources
(see Figure 3.1). While in some cases this might look quite similar to what we perceive,
applying a Gaussian blur does not take any physical properties into account. Applications
that just use a Gaussian convolution do not aim to approximate a real-world glare effect,
but merely try to generate an visually reasonable impression.
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Figure 3.1: Example of a simple bloom. Generated using UE.

Algorithms generating a physically based glare effect [KMN+04, RIF+09, vdBHC05]
often make use of a point spread function (PSF). A PSF models the distribution of light
on the retina in the eye. It is usually rendered into a texture and then applied to the
bright pixels of the final output image, e.g., via multiplication in the frequency space.

Yoshida et al. [YIMS08] conducted a user study with ten subjects and concluded that
the perceived brightness of a glare simulation with a Gaussian kernel is of the same or
higher intensity than convolution with a PSF. This study did not include the realism
of the glare but only the perceived brightness. Depending on the aim of the developed
application, i.e., more brightness, a simple Gaussian bloom would be sufficient as glare.
In order to simulate high realism, further studies are necessary.

Similarly, Facchin et al. [FDZ17] conducted a manual glare-effect test with 101 printed
cards that show different bloom intensities. Their results show that the threshold for
perceiving something as glaring was higher for older people (60–75 years old) than for
younger ones and on average lies between 48.86 % and 58.24 % glare-effect intensity.
This study was held via printed cards – to our best knowledge, no comparable study on
a display or in VR has been conducted.

Spencer et al. [SSZ+95] generated a scotopic pointspread filter based on quantitative
formulae of the perceptual contribution of the bloom to light for an average viewer.
The computation includes different visual effects like the lenticular halo and flare lines,
which are then combined into one PSF (see Figure 3.2a). While the authors based their
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(a) Different perceptual formulae and their
influences on the final PSF. Image reprinted
from Spencer et al. [SSZ+95].

(b) Different filters and apertures on the left, gener-
ate the PSFs on the right, based on Fourier optics.
Images reprinted from Kakimoto et al. [KMN+04].

Figure 3.2: Different methods that generate a PSF.

work on medical observations, different influences were generated separately and then
combined into one output PSF. Nevertheless, when looking at the anatomy of the eye
(see Section 2.1) and the way light propagates, it is clear that those influences do not
form separately, but in an interrelated way. A method that is able to calculate the glare
effect as one, taking this interdependence into account, is to generate a PSF via Fourier
transforms relying on the basics of wave optics.

Kakimoto et al. [KMN+04] generated physically based glare images using Fraunhofer
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diffraction [Goo05]. They used aperture masks, i.e., binary images of different layouts of
apertures, determining the opacity of each point, where 0 is opaque and 1 is transparent.
They applied Fourier transforms to those masks at different wavelengths for the three
different color channels (red, green and blue), which were then combined into one RGB
image. This approach includes the influences of the pupil size as well as eyelashes
surrounding the eye. Furthermore, this technique can also be used for cameras with
different filters and diaphragm sizes, as shown in Figure 3.2b. However, their approach is
static and does not include real-time adaptations to changing parameters.

Figure 3.3: Different influences on the PSF by Ritschel et al. [RIF+09].

Ritschel et al. [RIF+09] used the Fresnel approximation to Huygen’s principle, which is
a more generalized diffraction equation that includes Fraunhofer diffraction as a special
case. It describes the principle that every point on a wavefront is a source of wavelets,
and is more accurate than Fraunhofer diffraction when the diffraction pattern is viewed at
a short distance (near field) [Goo05]. Ritschel et al. considered Fresnel diffraction more
appropriate, due to the short distance between the pupil and the retina. In their approach,
the aperture mask is multiplied with a complex exponential before the Fourier transform
at a single wavelength at the average of the visible human field. This monochromatic
PSF is then converted into a spectral PSF by averaging over multiple scaled copies along
the visible human range. Their approach takes multiple influences into account such
as the pupil size, lens particles and gratings, vitreous particles and eyelashes, as shown
in Figure 3.3. The perceptual glare effect implemented in this thesis builds upon this
approach and adapts their method to run in real time VR.

Scandolo et al. [SLE18] proposed a new real-time method for a more efficient calculation
of the Fourier transform used to generate the PSF. They subdivide the aperture image
into multiple quads, which are then solved using a closed-form solution. Finally, the
different quads are then re-combined into far- and near-field diffraction patterns (see
Figure 3.4). This method works well on uniform circles or boxes, i.e., any shape that can
be approximated with large squares. However, the authors do not include eye particles or
other noise in their method. We assume that their approach would not work as efficiently
with an aperture that takes varying pupil sizes and particles into account, such as the
one we use in our approach.

Other effects that greatly influence the perception of light in a scene are lens-flares,
like starbursts and ghosts, as shown in Figure 3.5. These effects generally appear when
pointing a camera lens at a very bright light source, due to the interreflection of light
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(a) Sample aperture and its subdivision into quads.

(b) The individual Fourier transforms of the quads (left) can be summed to generate the far-field
diffraction (middle) and near-field diffraction (right) of the aperture.

Figure 3.4: Different stages of the PSF generation proposed by Scandolo et al. Reprinted
from [SLE18].

in the lens itself. The human eye only consists of a single lens, so generally no internal
reflection occurs. However, the principle of an aperture, which results in star-shaped
artifacts when light diffracts, remains the same.

Hullin et al. [HESL11] proposed a full model that renders different lens systems in real
time, including physically based camera aperture f-stops. However, they generate the
starburst texture in a precomputation step and apply it to the image during runtime.
This approach is therefore static and not able to adapt to varying parameters in real
time.

Walch et al. [WLS+18] proposed a real-time workflow for physically plausible lens-flare
rendering, using measurements of real cameras. This algorithm does not take starbursts
into account and, therefore, does not represent perceptual glare properly, i.e., their results
do not sufficiently resemble looking into bright light with human eyes.
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Figure 3.5: Renderings of lens flares. Reprinted from [HESL11].

3.3 Luminance Adaptation and Scotopic Vision

The brightness levels perceivable by humans range from 10−6 (faint starlight) to 108 cd
m2

(sunlight) in total. However, we are not able to take in such a broad range at the same
time. In order to see under different brightness levels, the human eye needs to adapt. We
can distinguish between approximately 100 shades of gray, from white to black, under
unchanged conditions. Our eye’s process of changing from one lighting condition to
another is called temporal luminance adaptation and has to be modeled in computer
graphics applications [KDMF16]. The works presented in the following focus on the
simulation of rod vs. cone vision. Some approaches already include tonemappers in
their methodology. However, they are not focused on compressing the human visible
luminance to the displayable range of a monitor like traditional tone mapping, but aim
to reproduce the human response to light and dark.

Larson et al. [LRP97] proposed a global tone reproduction operator, based on local
adaptation, using a histogram with real-world luminances, where 1 pixel represents 1◦
in the visual field. The authors matched a custom curve in order to preserve contrast,
based on human perception, for a target display. This approach also included veiling
luminance (i.e., glare), color sensitivity and the loss of visual acuity in their tonemapper.
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However, a perceptual glare or scotopic color vision is not included in this approach.

Ledda et al. [LSC04] proposed a model for local eye adaption, which can be used as a
static or temporal effect on HDR images and videos. They relied on the basics of rod
and cone vision with respect to current scene intensities, i.e., they first transform an
HDR RGB sample to the respective photopic and scotopic luminance based on a linear
transform of an XYZ stimulus. Then they transform the intensity of the active stimulus
via a perception-based equation to achieve the final pixel brightness. Even though they
identify regions of photopic, mesotopic and scotopic vision, no color adaptation is added
to this approach. Therefore, intense, saturated colors in a dark region might appear as
incorrectly shaded.

Ferradans et al. [FPBC09] presented another model based on human visual adaptation.
They extended the Naka-Rushton equation [SEC84] to improve an image’s local contrast
similar to human vision. They combined the mapping of luminances as well as colors
in order to achieve an even more realistic look. While mapping colors and luminances
separately might give a better impression of the overall saturation, this also leads to four
times higher runtimes, which is not feasible for VR applications.

Meyer et al. [MGVM16] simulated the adaptation of an eye to short, bright flashes
of light as well as the re-adaptation to darker environments in their nighttime driving
simulator. They measured subjective contrast perception curves and used those results in
order to generate an algorithm that adapts to different input situations over time. This
approach has been specifically developed for driving simulators. While their results seem
promising, they have only been tested in one specific scenario, and no general evaluation
has been made.

Wernikowski et al. [WMP19] presented a VR framework that employs the natural eye
adaptation process as well as a linear adaptation process and compared those in a user
study. They concluded that their test subjects preferred a 25-second linear adaptation
over a medically determined perceptual adaptation equation. When evaluating their
perceptual adaptation algorithm only, the most preferred length was 5 seconds, which is
significantly less than real-world temporal eye adaptation (up to 30 minutes). This study
only relies on the intuitive assessment of their participants and does not compare the
methods to other works or real-world scenarios.

3.4 Perceptual Tonemappers

When looking at recent research [EUM16, KEW+19, YIMS08] regarding the perception
of light and lighting situations, a very common topic is HDR tone mapping. This is the
process of adapting an image (either natural or synthetic) with a broad range of light
information to be displayed on LDR output devices, like standard screens, preferably
without loss of visual information. Numerous algorithms have been proposed [EMU15,
KMS05, RSSF02, TMM19] and compared in scientific literature [EUM16, ČWNA08].
The majority of the presented algorithms aim to compress HDR images as good as
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possible, however, they might neglect perceptual effects, like rod or cone vision. A recent
review by Eilertsen et al. [EUM16] concludes that tone-mapping algorithms have come a
long way, and while there have been many approaches on a universally applicable model,
there are still problems regarding the fine-tuning of the algorithms’ parameters, as well
as the treatment of colors.

One of the most commonly used tonemappers was proposed by Reinhard et al. [RSSF02].
It uses a technique, inspired by traditional printing, that enhances contrast while com-
pressing an image’s luminance range. A Gaussian pyramid is generated in order to detect
the biggest area around a pixel where no contrast changes appear, and the luminance of
that pixel is scaled in a way that increases the local contrast.

An early approach regarding perceptual tone mapping by Krawczyk et al. [KMS05] took
effects such as visual acuity, glare, day, and night vision into account. In their work, they
also made use of a Gaussian pyramid to construct three maps for adaptation, acuity, and
glare, where different scales allow for individual spatial processing. Finally, applying an
equation based on the current pixel’s luminance and tone-mapped luminance, the effect
of scotopic vision is simulated. This algorithm can be applied in real time to any frame,
due to the discovered spatial similarities of the effects, i.e., by using a Gaussian pyramid
to compute three maps at once. In contrast to other common tone-mapping algorithms,
this method focuses not only on mapping the full contrast of an image onto a smaller
range, but includes visual effects that also influence the perception of scenes.

Čadík [Čad07] proposed a global and local hybrid method to achieve perceptually realistic
tone-mapping results. They used a first global pass and simultaneously generated an
enhancement map of very bright and very dark areas, which were then improved further
in a local pass. They, therefore, ensured the preservation of overall image attributes as
well as local contrast enhancement.

Mantiuk and Markowski [MM13] employed an eye tracker to be able to simulate the
human perception compression of light more accurately. They calculated a saturation
constant depending on a Gaussian function centered at a temporally filtered gaze point
in the image.

Vangorp et al. [VMGM15] generated a local adaptation map based on their psychophysical
experiments, by using the best fitting model out of a large-scale set of models. Similar to
Mantiuk and Markowski [MM13] they applied a tonemapper based on a user’s viewing
direction, using their model of local adaptation.

Yoshida et al. [YBMS05] conducted a psychophysical experiment that compared real-
world scenes with HDR tone-mapped images on an LDR display. They evaluated five
features, i.e., brightness, contrast, detail reproduction in the dark as well as bright image
region and “naturalness”, for seven different tone-mapping algorithms. They showed
that the features in question were perceived very differently for different algorithms.
For overall naturalness, Drago et al. [DMAC03] achieved the best average value of all
algorithms.
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In our approach, the Academy Color Encoding System Filmic tonemapper [DFD+15] is
used. While this tonemapper does not take perceptual details into account, it is highly
customizable and has efficient runtimes. Furthermore, it is an industry standard for
television and film. We believe that this tonemapper in combination with our perceptual
adaptations can lead to perceptually accurate results.
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CHAPTER 4
Overview

In this chapter, the main stages for simulating human vision in a medically based way,
to achieve perceptually pleasing applications, are discussed. Human vision is highly
dependent on the way light enters the eye. Different effects only appear under specific
lighting scenarios. For example, we see a pulsing corona when looking at bright light
sources, or our color perception changes during night-time. Since these phenomena do
not appear naturally when looking at a screen – due to the displayable luminance range
only covering a small part of the range perceivable by a human – we need to simulate
them to achieve a realistic representation of bright light sources or light in general.

Therefore, perceptual algorithms need to be able to respond to different lighting conditions
in a similar way as the actual human eye responds to them. We have evaluated all major
influences on visual perception and explained them in detail in Chapter 2. We consulted
an optometrist for additional information on the visual processing of light in the eye and
the importance and impact of light rays on our vision. We conclude that the four most
significant influences on vision are the following:

• The temporal eye adaptation to bright and dark scenarios, due to the adaptation
of rods and cones (see Section 2.2.2 v.).

• The perceptual glare we perceive when looking at a bright light source – colorful
patterns that appear through the scattering of light in the eye, i.e., ocular straylight
(see Section 2.2.1).

• In dark surroundings, specifically at less than 0.03 cd
m2 , we experience a visual acuity

reduction – edges blur, and details become hard to discern (see Section 2.2.2 ii.).

• Scotopic color vision (i.e., night vision) is significantly different from standard day
vision – colors change in intensity and seem more washed out (see Section 2.2.2 iii.).
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Perceptual 
glare

Temporal eye 
adaptation

Visual acuity 
reduction

Scotopic 
color vision

Figure 4.1: Overview of all the stages to improve the perception in simulations.

We defined these visual effects as different stages of a renderer, their order of imple-
mentation can be seen in Figure 4.1. In the following sections, we give an overview of
the simulation of temporal eye adaptation, perceptual glare, visual acuity reduction,
and scotopic color vision, as well as their interdependencies. A more detailed discussion
about these effects and how they work can be found in Chapter 5. Further details about
the practical implementation of these effects via a standard renderer can be found in
Chapter 6.

4.1 Simulation of Temporal Eye Adaptation

Temporal eye adaptation occurs when the luminance of the focused region changes –
depending on external influences like a light switching on or off, or simply our viewing
direction [Pur19]. Our eyes can adapt from looking out a window into a sunlit scene
over to glancing at an object that is only dimly illuminated by indirect light within
milliseconds. However, the adaptation to large changes can take up to 30 minutes (see
Section 2.2.2 v.). The adaptation of the eye enables us to see in dark surroundings as well
as in bright sunlight and enlarges the humanly perceivable brightness range significantly.

The adaptation of the human eye to changing illuminations does not happen instantly
but converges over time to the optimal adjustment for a given brightness. This is due
to the varying destruction of proteins in the eye when hit by light and their constant
reconstruction speed [Pur19]. Following Krawczyk et al. [KMS05], we simulate this by
applying an increase or decrease of the average luminance of the frame following an
exponential function over time. In contrast to their approach, which is uniform over the
whole frame, we calculate the frame luminance weighted by the user’s viewing direction.
Since this effect influences the whole human perception, it has to be applied first, to be
able to generate realistic simulations for all the following effects.

4.2 Simulation of Perceptual Glare

The humanly perceived glare is generated by particles in the eye scattering light rays.
Due to this, humans do not only see a single sharp, bright area but flickering rays and a
corona around a light source [RIF+09]. This is medically based on the fact that there
are micrometer-sized particles, i.e., impurities in structure, inside the human eye, that
diffract the incoming light and create these scattered appearances, which are then called
ocular straylight. This straylight can be physically based on the wave characteristic
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4.3. Simulation of Visual Acuity Reduction

of the light, i.e., wave optics. Light rays diffract inside the eye, which leads to glare
patterns [Goo05]. For more background details please refer to Section 2.2.1.

Using the diffraction of light on a slit or aperture, such as the pupil, and including the
impurities of the eye, the resulting pattern can be simulated quite accurately by a Fourier
transformation [KMN+04]. This is also known as the PSF of the eye, which approximates
the spreading of light on the retina. This generated image or kernel can then be applied
to the bright regions of a rendered scene to simulate perceptually correct glare.

Previous glare simulations are static due to computational reasons. However, what we
see in reality is not entirely static, but flickers and is highly dependent on constant eye
movement, the pupil size, or the viewing direction. Due to the angle at which light enters
the eye, different scattering patterns occur, and it is not sufficient to only assume that
the user is looking straight ahead since our eyes are continually moving. Furthermore,
the bigger the pupil size, the more light can enter the eye and a more intense glare
phenomena can be perceived, i.e., glare generally is more present in darker surroundings
than in brighter ones. Therefore, in order to simulate human glare perception as correctly
as possible, a real-time approach that takes these factors of movement into account is
necessary.

We base our perceptual glare on the approach by Ritschel et al. [RIF+09], who use
Fresnel diffraction to simulate the scattering of light. We adapted their approach to
run in real-time VR/AR and added eye tracking to increase realism. Our simulation
of perceptual glare is dependent on the perceived brightness of lights or light sources.
Therefore, it has to be applied after the temporal adaptation.

4.3 Simulation of Visual Acuity Reduction

Especially in dark scenes, the human eye suffers from loss of visual acuity. The photore-
ceptors in the eye that are mainly active during mesopic and scotopic vision, the rods,
are not present in the fovea, which is the point of sharpest vision in the eye [Pur19] (for
details see Section 2.2.2 i.). Therefore, in low light conditions, we only receive signals
from regions in the eye that are not optimally in focus (see also Section 2.2.2 ii.). Hence,
the acuity is reduced, and edges from objects and borders seem more blurred than during
photopic/day vision.

This effect does not naturally occur when looking at a display, since screens are not able
to represent such low luminances. The cones are always triggered by a monitor, especially
with liquid crystal displays (LCDs) as used in our work. Therefore, we need to simulate
a visual acuity reduction to maintain realism in low-light scenes. This effect influences
only the pixels that are below a specific luminance – for humans 10 cd

m2 . These pixels have
to be adapted by blurring them. We build upon the functionality proposed by Krawczyk
et al. [KMS05] and apply a Gaussian filter depending on the pixel’s luminance. Our
approach uses a faster function fit than Krawczyk et al. [KMS05] to approximate the loss
of visual acuity in the dark. No eye tracking is necessary to implement this effect since
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the output is merely dependent on the luminance, and this does not change whether a
pixel is in focus or not.

4.4 Simulation of Scotopic Color Vision
Similar to the loss of visual acuity in darker scenes, color perception also changes under
low-light conditions. This is because rods are only able to see “one color”, and are
not able to distinguish between thee different wavelengths of light, like cones are (see
Section 2.2.2 iii.). Therefore, we perceive a blue to grayish color shift at night time or
dimly illuminated scenes.

This effect cannot appear naturally when looking at a monitor since the minimum
displayable luminances still trigger the cones in the eye. However, to realistically simulate
a scene that is not well lit, the shift in color vision in mesopic and scotopic conditions
has to be taken into account.

Following the approach by Krawczyk et al. [KMS05] and using the sensitivity function of
scotopic vision, a color shift can be applied to the image. This has to be done last, to
avoid modified pixel luminances beforehand, which would affect other stages.
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CHAPTER 5
Simulating Human Vision

In this chapter, the methodology behind simulating human vision in VR is explained.
First, we describe the temporal eye adaptation to dark and bright scenes. Secondly,
the perceptual glare and its generation algorithm are discussed. Next, we explain the
simulation of the loss of visual acuity during night time or dark scenes. Finally, the
scotopic color vision is illustrated.

5.1 Temporal Eye Adaptation

Temporal eye adaptation is the process of adjusting to light or dark environments. The
human eye needs this adaptation to be able to see in low-light scenes and still not be
entirely blinded by bright sunlight. However, this process is not instant but converges
towards an optimum over time. When turning off a light switch, so the room becomes
dark, we are not able to see anything at first, yet after a few seconds, we can make out
silhouettes and some minutes later, we are fully adapted. In this section, our approach
to simulate temporal adaptation is explained in detail.

As a first post-processing step, global temporal eye adaptation is calculated based on the
HDR values in linear RGB scene values. This step is done before we apply our glare effect,
in order to base the calculation solely on the scene luminances and not on additional
simulated effects. First, we weight the RGB colors with a 2D Gaussian function centered
at the viewing point. Therefore, lights at the periphery have little to no influence on
our temporal adaptation. Second, we downsample our scene to a size of 128× 128 and
generate a Gaussian pyramid until 16× 16 pixels. We then take the average over these
16× 16 pixels as a single frame average. We convert the RGB value to luminance using a
D65 white point as

Y = 0.2125 ·R+ 0.7154 ·G+ 0.0721 ·B, (5.1)
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5. Simulating Human Vision

after Poynton [Poy98].

The luminance, i.e., the Y-value, is then given as cd
m2 , assuming the pixel intensities are

calibrated.

Following the equation of adaptation after Krawczyk et al. [KMS05], using the luminance
value Li−1 from the previous frame, the temporally filtered luminance Li for the current
frame i can be calculated as:

Li = Li−1 + (Y − Li−1) ·
(

1− e−
ft

τ(Y )

)
(5.2)

τ (Y ) = σ (Y ) · τrod + (1− σ (Y )) · τcone (5.3)

σ (Y ) = 0.04
0.04 + Y

, (5.4)

where ft is the current frametime in seconds, and τrod = 0.4s and τcone = 0.1s are the
adaptation times for the rods and cones respectively. The function σ(Y ) denotes the
sensitivity of rods with regard to the luminance. This adaptation luminance Li can then
be applied to the image by multiplying it with the linear RGB values.

This approach leads to a temporal adaptation to the luminance of the viewing direction
over time (see Figures 5.1 and 5.2).

Figure 5.1: Initial scene adaption.
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Figure 5.2: Scene adaption after 5 seconds.

5.2 Perceptual Glare

This section will explain the generation and the rendering of a glare, using the principles
of wave optics and scattering. First, the generation of a PSF is discussed. Second,
the mathematical basis of a glare kernel is explained. Next, the application of a glare
kernel onto a rendered image is analyzed, and finally, the different settings, i.e., personal
influences of a user, on the glare perception, are laid out.

Light gets scattered in the human eye; therefore, we perceive a glare around very bright
lights [RIF+09]. Light-rays entering the eye, scatter at different obstacles inside the
cornea and lens, i.e., micrometer-sized particles. Therefore, some rays are redirected and
hit the retina at a different spot than when going straight. This scattering creates a halo
in our perception in the vicinity of bright light sources (see Figure 5.3). This can be
modeled using a PSF.

5.2.1 The Point Spread Function

Our glare effect is based on the glare proposed by Ritschel et al. [RIF+09]. The perfor-
mance of their approach was not sufficient enough to run in real time in VR or AR at
the necessary minimum of 90 FPS.1 We adapt this approach for a VR application, and
make it view-dependent by using eye tracking. To achieve 90 FPS runtimes, we need
to reduce processing time. Hence, we cut down expensive computations and only keep

1https://www.vive.com/de/product/vive-pro/
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5. Simulating Human Vision

Figure 5.3: The creation of glare patterns in the eye. Reprinted from [FC07].

the minimum requirements for an accurate output result. We consulted an optometrist
and identified the parts of the algorithm that have the most influence on the final effect,
according to his expertise, and adapted the approach accordingly, as shown in Table 5.1.

Table 5.1: Influences on glare perception and whether they were included in our algorithm.
The anterior chamber was not included as influence for our glare simulation, because it
induces no scattering for healthy eyes. The Lens Fibers and Vitreous Body were not
included due to their low influence on the scattering of light in the eye. For medical
background see Section 2.1.

Effect Included

Cornea Particles Yes
Anterior Chamber No (no scattering)
Varying Pupil Size Yes
Pupil Aperture Yes
Lens Particles Yes
Lens Fibers No (low scattering)
Vitreous Body No (low scattering)

We generate a glare kernel based on the anatomy of the human eye and the scattering
of light inside the eye, using medical research from studies of healthy eyes [vdBHC05,
FC07, IG09, RdBT10, SMV+16]. Particles inside the lens and cornea are simulated by
generating a user-defined amount at random positions and projecting them onto a plane
(see Section 5.2.1 i.). The aperture of the eye lens is included as well, as shown in Figure
5.4. The resulting image is then converted to the spectral domain, following the principles
of wave optics. Using this method, a spectral PSF is obtained, which can then be used
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as a glare kernel (see Figure 5.5e).

5.2.1 i. Particles

We focus our proposed model on the particles in the cornea and the lens of the eye,
as those are two of the main influences on glare perception. In total, they account for
around 70% of the glare phenomenon in the eye [RIF+09].

When a ray of light hits a particle in the eye, it scatters and gets bent along a reflection
and a refraction angle. According to Ritschel et al. [RIF+09], the backward scattering of
light, i.e., the reflection, is “relatively unimportant” concerning glare. Therefore, we also
neglect this property. When the refracted ray finally hits the retina, it has less intensity
(due to the lost part of reflection) and is not aligned with the original path anymore. We
perceive this as a faint glow around the light source.

In practice, we simulate static, circular particles on a 2D plane, which is a projection of
the 3D-eye-space onto the pupil plane (see Figure 5.4a). Ritschel et al. [RIF+09] stated
that a multi-plane approach (simulating particles at different slices of the eye and adding
them up in frequency space) has no obvious advantage over a single plane approach.
Therefore, we also use the single-plane approach for our method.

5.2.1 ii. The Pupil

The pupil of the eye resembles a camera aperture – it is a small opening in front of a
sensor that only lets in a certain amount of light [Pal99]. Different sizes of aperture
allow for different lighting conditions, i.e., bigger pupils in a dark environment let more
light into the eye. However, the more light enters the eye, the more straylight (see
Sections 2.1.1, 2.1.4, and 2.2.3) occurs, and we perceive glare as more intense at night
time [VDB86]. Therefore, glare perception is highly dependent on the size of the pupil.

(a) Simulated particles. (b) Simulated aperture. (c) Separate Fresnel term
remapped from [-1;1] to [0;1]
for displaying.

Figure 5.4: Different components of the PSF.
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The adaptation of the size of a human pupil to light and dark is done automatically,
involuntarily, and is continuously changing. In order to simulate glare realistically, this
adaptation has to be taken into account. In contrast to Ritschel et al. [RIF+09], who
calculate an artificial pupil size via time and field luminance, based on measured data,
we use our eye tracker. We can measure the user’s current pupil size and react to changes
in real-time. We do not need to estimate the pupil size – we are able to track the actual
pupillary response of the user. Therefore, we are able to simulate the glare pattern in a
more realistic and natural way.

Similar to the particles (see Section 5.2.1 i.), the pupil aperture is simulated in 2D space,
as a simple circular opening (see Figure 5.4b). We calibrate our eye tracker to a user’s
pupil size, by showing a black or white screen for 5 seconds each. We take the average
of the pupil size during the white frame as minimum pupil size and the average over
the black frame as maximum. During runtime, we then generate the pupil aperture by
mapping the eye tracker output to our predefined range of 2–8 mm diameter. Finally, we
combine it with the simulated particles.

5.2.1 iii. Non-Included Influences

According to the optometrist we consulted, the influence of the lens fibers (see Sec-
tion 2.1.4) is negligible, as these only have a low influence on light scattering. Furthermore,
we chose not to include moving particles as these are mainly located in the vitreous
humor, which hardly affects the human perception of glare.

5.2.1 iv. Wave Optics

In order to transform the simulated particles and the aperture (i.e., the aperture mask)
into an actual spectral PSF, we use an approach based on wave optics, as proposed
by Kakimoto et al. [KMN+04]. Wave optics aims to describe the interference and the
diffraction of light in a physical way. The authors base their approach on the diffraction
of light on obstacles, such as the pupil aperture, to simulate the incident light in the
human eyes. They show that the Fraunhofer diffraction equation can be transformed into
an equation with a Fourier transform for the integral, which can be solved in real-time
with a 2D FFT:

If (xf , yf ) = A2

λ2f2 |F [t0 (x0, y0)P (x0, y0) , λf ]|2 , (5.5)

where If is the resulting PSF at coordinates (xf , yf ), A is the amplitude of the wave, λ
is the wavelength, f is the focal distance and t0(x0, y0) is an image masked by the pupil
function P (x0, y0).

This approach can be enhanced by adding a Fresnel term (see Figure 5.4c), according to
Ritschel et al. [RIF+09], which is more accurate than Fraunhofer diffraction, due to the
short distance between the pupil and the retina.
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5.2.2 Glare Kernel Generation

The generation of the glare kernel contains the following steps:

1. Generation of static particles, Figure 5.5a

2. Calculation of static Fresnel term, Figure 5.5b

3. Generation of varying pupil aperture, Figure 5.5c

4. Fourier transformation to monochromatic PSF, Figure 5.5d

5. Conversion to spectral PSF, Figure 5.5e

(a) Generation of static parti-
cles.

(b) Calculation of static Fresnel
term (remapped from [-1;1] to
[0;1]).

(c) Generation of varying pupil
aperture (remapped from [-1;1]
to [0;1]).

(d) Fourier transformation to monochro-
matic PSF.

(e) Conversion to spectral PSF.

Figure 5.5: Steps of the glare kernel generation.
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All following equations are evaluated in the normalized device coordinate space, where
x = [−1; 1] and y = [−1; 1]. The subscript C denotes complex numbers.

In a pre-processing step the two-dimensional static particles P (x, y) are generated as a
binary random dot pattern with constant particle/dot size s.

The static Fresnel term, following Huygen’s principle after Ritschel et al. [RIF+09], is
defined as

FC(x, y) = e
i πλd

(
x2 + y2)

, (5.6)

where λ is the wavelength and d the distance from the pupil to the retina. In order to
avoid having to calculate an FFT for every visible wavelength, the mean value of the
human spectrum is used, specifically λ = 575 nm. Furthermore, d = 24 mm is used as
the human focal length [Hec02].

During runtime, the pupil aperture A(x, y) is generated, depending on the currently
measured pupil size of the user, as binary mask.

Finally, these three functions are multiplied, which results in the complete lens equation
for simulating glare effects:

LC(x, y) = P (x, y) · FC(x, y) ·A(x, y). (5.7)

We then transform this equation into frequency space to generate the monochromatic
PSF. The lens equation has to be mapped to a positive range,2 but adding a constant
before the Fourier transform F does not change the final result, because as shown by
Wang [Wan09]:

F [ax(t) + by(t)] = aF [x(t)] + bF [y(t)] (5.8)

and Weisstein [Wei20]:

F [1](x) = δ(x), (5.9)

where δ(x) is Dirac’s delta function, which is 1 at x = (0, 0) and 0 everywhere else.

Since in our case the pixel at position (0, 0) will be overwritten by a brightness multiplier
for implementational reasons (see Section 6.3.2), we can conclude:

TC(x, y) = F [LC(x, y) + 1] = F [LC(x, y)] + F [1] ≈ F [LC(x, y)], (5.10)
2Due to implementational reasons, for more details, see Section 6.3.1.
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where TC(x, y) is the lens aperture in frequency domain.

Moreover, we can define the monochromatic PSF M(x, y) after Ritschel et al. [RIF+09]
as:

M(x, y) = 1
(λd)2

∣∣∣∣ 1
N
· TC(x, y)

∣∣∣∣2 , (5.11)

where N is the size of the input. The squared length of the complex input TC is normalized
by the image’s size and by the wavelength λ and pupil length d. The result is a single
channel 2D image, representing the scattered, incoming light on the retina of a single
wavelength.

Finally, the spectral PSF is generated via summing up M(x, y) at different wavelengths
ϕi in the visible human range:

SXYZ(x, y) = 1
k + 1 ·

k∑
i=0

Wavelength2XYZ (ϕi) ·M
(
x
λ

ϕi
, y
λ

ϕi

)
, (5.12)

ϕi = 380 + i

k
(770− 380), (5.13)

where k is a constant that defines the “fineness” of the interpolation. We multiply the
intensity of the incoming light at M

(
x λ
ϕi
, y λ

ϕi

)
with the XYZ color of the respective

wavelength after Wyman et al. [WSS13]. By using XYZ colors, we get a perceptually
based average for each pixel.

Finally, this is transformed into linear RGB space, which results in the spectral RGB
kernel SRGB(x, y), which can then be used as the glare kernel.

5.2.3 Convolutional Bloom

The glare kernel, as described in Section 5.2.2, is applied to the image, using a convolu-
tional FFT bloom, where both image and kernel are transformed to the frequency domain
and multiplied. The result is then transformed back into linear RGB image space. This
approach does not only blend the rendered image smoothly with our glare kernel, but
also results in different glare intensities, depending on the intensity of the light source.

Since we need two FFTs per eye (forward and inverse) and another one for the kernel, this
results in five 2D FFT transformations per frame (in addition to the first transformation
of the aperture into the kernel), which is very costly and not well suited for real-time VR
or AR applications.

During a consultation with an optometrist, we found out that the glare intensity is
dependent on the current viewing direction. Therefore, we apply our bloom effect
according to the viewing direction in a smaller window and blend it with a falloff with

47



5. Simulating Human Vision

the original image. In contrast to Ritschel et al. [RIF+09], who apply the glare effect
uniformly over the whole image, we achieve a less pronounced glare effect at the periphery
and a more intense effect in the center. Therefore, we are able to approximate human
perception more accurately, because the perceived glare is greatly influenced by our
viewing direction [FA53]. The glare phenomenon is more intense when looking directly
at a light source. We use a 1024× 1024 pixel window, which additionally has the benefit
that we can save computing time. It leads to faster runtimes due to the smaller size of
the necessary FFTs.

Since our eyes never stay still, we also do not see a glaring light as a purely static
phenomenon. The perceived movement of a glare mainly comes from the constant uncon-
scious movement of the eye, so-called microsaccades. These saccades are approximately
10ms long. Our eye tracker can capture images at 200Hz,3 which means an image every
5ms. Therefore, we can capture those short saccades, and they are included in our
simulation just like normal eye movement.

5.2.4 Settings

The resulting glare effect can be adjusted by manually changing various parameters in
order to achieve a more realistic output for individual users, as each person has a different
perception. Generally, default values can approximate the average user very well, but
tweaking the following parameters allows for more personalized effects.

Pupil size The size of the pupil is individually calibrated for each user. We measure
the average diameter of the pupil when looking at a black and at a white screen for
approximately five seconds (see Section 5.2.1 ii.). A bigger pupil admits more light
into the eye than a smaller one. Therefore, the resulting glare is more intense. For
comparisons of our glare effects for different pupil sizes, see Figure 5.6.

Number of Particles The number of particles in the human eye, i.e., in the lens or
cornea, varies from person to person. Generally, the number of particles increases
with age, which leads to a more pronounced glare effect for older people [vdBHC05].

In the simulations of Berg et al. [vdBHC05], 1000 particles were used. This number
also leads to very suitable results in our implementation. Therefore, we used this
value as the default. Different particle numbers are compared in Figure 5.7.

Particle Size The size of different particles also varies for different users. We explored
the parameter space through empirical experiments and found 0.042 mm to be a
feasible value for the particle size.

However, Berg et al. [vdBHC05] state that the median particle size in the human
eye is 0.724 µm. This value would lead to particles below one pixel with our
current target resolution. In future work, with further advancement of technology

3https://pupil-labs.com/products/vr-ar/

48

https://pupil-labs.com/products/vr-ar/


5.2. Perceptual Glare

and improved methodology it should become possible to simulate even such small
impurities in real time.

(a) Glare with pupil size of 2 mm. (b) Glare with pupil size of 4 mm.

(c) Glare with pupil size of 6 mm. (d) Glare with pupil size of 8 mm.

Figure 5.6: Different glare sizes of the pupil, with 1000 particles.
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(a) Glare with 200 particles. (b) Glare with 1000 particles.

(c) Glare with 2000 particles. (d) Glare with 4000 particles.

Figure 5.7: Different particle numbers, with constant pupil size of 5 mm.
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5.3 Visual Acuity Reduction
Human visual acuity is highly dependent on the illumination in a scene. With decreasing
luminance values, the perceived acuity is reduced as well. To simulate this phenomenon,
a simple blur can be applied to a rendered image, depending on the current point of
focus. However, we use a more sophisticated method for the whole simulated image –
we blur the brightness values depending on a visual acuity function. Since this leads to
different intensities of reduced visual acuity in darker and brighter areas, no knowledge
of the viewing direction is necessary.

5.3.1 Loss of Visual Acuity

In our approach, we simulate the loss of visual acuity based on the method proposed by
Krawczyk et al. [KMS05]. In a post-processing step, we convert the linear HDR values
(i.e., before tone mapping) of the image to the CIE L*a*b* (Lab) color space, where
L is the lightness of the pixel. Secondly, the lightness values are blurred, in horizontal
and vertical direction. The intensity of the blur for each pixel aims to approximate
the function fit of real foveal acuity data, as proposed by Larson et al. [LRP97]. This
approach results in a small error, due to the non-uniform blur kernel, yet this can be
neglected, as explained in Section 5.3.3. Converting the processed values back to RGB
colors results in an image where dark regions are blurred.

The reduction of visual acuity consists of the following steps:

1. Convert linear HDR RGB values to Lab color space

2. Horizontal pass: blur L (lightness) with 1D Gaussian blur kernel, with sigma
dependent on the lightness value

3. Vertical pass: blur L again with 1D Gaussian blur kernel, with sigma dependent on
the (new) lightness value

4. Convert Lab colors back to linear RGB color space

5.3.2 New Function Fit

We propose a faster function fit to approximate the loss of visual acuity in the dark. This
is relevant due to the high performance necessary for VR applications.

Larson et al. [LRP97] propose the function fit

R(Y ) = 17.25 · arctan (1.4 · log10(Y ) + 0.35) + 25.72, (5.14)

where R(Y ) the maximum perceivable visual acuity at the given luminance Y in cy-
cles/degree.

We approximate the formula
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σ(L) = width
fov · 1.86 ·

√
2 ·R(LtoY(L))

, (5.15)

from Krawczyk et al. [KMS05], where LtoY(L) is the conversion from L in Lab to Y in
XYZ color space, width the width of the rendered image and fov the horizontal FOV in
degrees. The resulting σ denotes the variance for the 2D Gaussian blur.

We use

σ(L) = max(1− L, 0), (5.16)

to approximate the blur intensity based on the approach by Krawczyk et al. [KMS05], as
shown in Figure 5.8.
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Figure 5.8: Comparison of Gaussian σ size, for different lightness values, of Krawczyk et
al. [KMS05] (blue) and our approach (orange).

In bright regions of the image, the visual acuity stays unchanged, therefore, σ = 0 is
reasonable. However, in the dark regions of the image, visual acuity reduction takes
place up to a variance of σ = 1. The benefit of this function is that no blur is applied at
lightness values greater than one because our function is 0 for those values. In very bright
areas, there is no significant difference in human visual acuity anyhow. Furthermore, the
maximum displayable acuity of our VR HMD is width

fov = 1440
104 ≈ 13.85 pixel per degree

(PPD). By rewriting Equation 5.14 we get

L = YtoL (exp (−1.64 · tan(1.49− 0.06 ·R)− 0.575646)) . (5.17)
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Setting R = 13.85, we can conclude that the highest displayable resolution of our HMD
corresponds to approximately 1.31 L. Therefore, our new approximation is able to replicate
real-world acuity well, even though we only handle L ≤ 1. Differences in visual acuity
in brighter regions would be too small, to be noticeable anyhow. Our function leads to
fewer computations necessary at bright pixels or generally for a bright image.

The maximum of our approximative function max(σ(L)) is 1, at L = 0. This upper
boundary occurs because the Lab system allows no negative lightness values. This is well
suited for real-time applications because an upper function boundary leads to an upper
limit for a convolution kernel size. Following the common rule [Ngu07] of s = 2 · b3 ·σc+ 1
for the kernel size s, gives a maximum size of 7, which proved to be sufficient in our user
study for a realistic simulation of loss of visual acuity in VR.

Gaussian kernel separation for σ = 0,5:

0,11 0,01 0,08 0,01

0,79 * 0,11 0,79 0,11 = 0,08 0,62 0,08

0,11 0,01 0,08 0,01

Applying the 2D kernel to the center pixel of a sample 3×3 pixel grid:

25 0,9 0,3 .. .. ..

0,9 0,5 0,6 → .. 0,85 ..

0,3 0,6 0,4 .. .. ..

Applying the separated kernels to the same 3×3 pixel grid (first a 

vertical, then a horizontal pass):

25 0,9 0,3 .. .. .. .. .. ..

0,9 0,5 0,6 → 0,9 0,55 0,58 → .. 0,59 ..

0,3 0,6 0,4 .. .. .. .. .. ..

Figure 5.9: Applying a Gaussian filter with varying kernel sizes following our proposed
methodology. The differences of a single 2D filter and separating the Gauss kernel into
two 1D filters are shown. Usually the errors are very small unless abrupt changes in
intensity occur (e.g., near edges) as in this example. Pixel values in light blue highlight
bright pixels (with a kernel size s = 1), brown font color marks darker pixels (s = 3).
Purple cells signify the convolution with the 2D filter, red for vertical 1D convolution
and green for 1D horizontal convolution.
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5. Simulating Human Vision

5.3.3 Applying the Blur

The application of a 2D blur kernel needs s2 texture lookups for every pixel, where s is
the kernel size. Since this is not well suited for real-time applications, we separate the
2D kernel into two 1D kernels and apply them horizontally and vertically, which gives us
2 · s texture lookups. Especially for bigger kernels, this is a significant speedup (72 = 49
lookups, whereas 2 · 7 = 14 lookups).

Separating a Gaussian blur with a static kernel over the whole frame, does not change the
final output, i.e., no errors occur through separation. However, due to the varying size of
the blur kernel for every pixel, which we use, errors are induced at the edges between
bright/dark changes, as demonstrated by the example shown in Figure 5.9. Furthermore,
additional irregularities occur by determining the filter size of the second pass based on
the already 1D filtered image. Both of these errors are minimal and hardly recognizable
with the human eye, as shown in Figure 5.10.

Using the previously applied FFT to remove frequencies and therefore achieve a blurring
is not possible in this case, as we blur each pixel with an individual sigma, depending on
its brightness.

(a) 2D filter. (b) 2 times 1D filter. (c) Differences.

Figure 5.10: Comparison of the lightness of an image, when (a) applying a 2D visual
acuity filter vs. (b) two 1D filters, shown as (c) the absolute difference between (a) and
(b).
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5.4 Scotopic Color Vision
Scotopic color vision describes the color shift we perceive in darker environments (see
Section 2.2.2 iii.). We implement scotopic color vision by adding a color shift, depending
on the temporally adapted scene luminance calculated beforehand (see Section 5.1).
Additionally, the absolute scotopic sensitivity of photorecptors for a given luminance in
the scene is taken into account – the more sensitive the rods, i.e., the less sensitive the
cones, the more intense the color shift. We calculate this after tone mapping.

If the intensity of incoming light is too low to trigger the (mainly red and green-sensitive)
cones, rod-vision is activated. Then mostly rods and blue-sensitive cones are enabled,
leading to a color shift, because colors like blue and purple are the most intense, i.e.,
brightest, in this case. Therefore, we apply a color shift towards a lavender purple
color, because of the perceptual change towards light blue to purple at night (see
Section 2.2.2 iii.), to simulate a loss of color perception (see Figure 5.11).

In order to do that, we use the original scene luminance (i.e., not tone-mapped) and the
sensitivity of rods, given by equation 5.4. Depending on that sensitivity, we add a color
shift, after Krawczyk et al. [KMS05], such as

SV = RGB · (1− σ(Li)) + [1.05, 0.97, 1.27] · L′i · σ(Li), (5.18)

where RGB is the tone-mapped LDR color, Li the temporally filtered luminance of the
current frame, L′i the tone-mapped luminance and [1.05, 0.97, 1.27] the purple tint.
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(a) Scene with standard day vision.

(b) Scene with scotopic vision applied.

Figure 5.11: Scene changes in regards to scotopic vision.
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CHAPTER 6
Implementation

In this chapter, the technical details of this thesis are explained, i.e., the implementation
with the software used. Figure 6.1 shows the basic outline of our implementation. We
explain the issues and pitfalls encountered when realizing our proposed methodology, as
well as how to overcome them.

Our workflow is separated into two main parts: pre-processing, and run-time processing.
In the pre-processing step, we calculate all data, that does not change during our

Pre-processing

Calculate 
particles

Calculate 
Fresnel term

Render scene

Generate 
glare kernel

Tone mapping

Apply 
temporal eye 

adaptation

Calculate 
aperture

Apply bloom
Apply visual

acuity
reduction

Apply
scotopic color

vision

Per frame, per eye

Figure 6.1: Flowchart of the necessary steps for realistic glare and night rendering. Filled
fields signify adapted stages and non-filled fields are standard renderer stages.
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6. Implementation

simulation, such as the size and distribution of particles or the Fresnel term. During
runtime, we add multiple stages to a common renderer’s post-processing pipeline. All
these stages have to be done per eye, i.e., twice per frame. First we apply a temporal eye
adaptation to the HDR rendered scene. Additionally, we calculate the lens aperture and
generate a glare kernel, that can then be applied as a convolutional bloom. After the
glare, a visual acuity reduction is computed for the darker pixels of the image. Finally,
after tone mapping, we apply a scotopic color shift to simulate night vision.

6.1 Software
In this section, the software this thesis builds upon is presented.

6.1.1 Renderer

In this project the Unreal Engine (UE) 4.20 1 is used as a renderer. Even though
this software is mainly intended for game development, it includes numerous rendering
features with various adjustment options. One of its main advantages is that UE is
fully customizable, as the source code of the engine is available and can be adapted and
expanded. Furthermore, it has all the typical benefits of a game engine, such as model
loading, a material editor, as well as built-in VR-integration for conventional headsets.

We use UE to process and render a scene in VR and apply our proposed post-process
adaptations. We have modified multiple stages of the renderer’s post-processing pipeline,
such as the convolutional bloom, which was adapted to only render in a specific window
depending on the viewing direction. Furthermore, we added temporal eye adaptation by
employing medically based formulas and inserted additional steps in between already
available post-process stages for custom control.

6.1.2 Eye-Tracking Software

In order to access the features of our eye tracker, we use Pupil Capture by Pupil
Labs [KPB14]. It is an open-source eye-tracking platform that generates a 3D model of
the eye, based on the eye movements, to then calculate the viewing direction, the pupil
diameter or eye accommodation.

Unfortunately, no official UE plugin for Pupil Capture was available at the time of writing
this thesis. Therefore we use a custom Python script integration to access the data
provided by our eye-tracker.

6.1.3 AR Module

While the VR integration is already provided by UE, an additional plugin is necessary
to render AR scenes. We use SRWorks SDK 0.8.0.2 by HTC,2 which can simply be

1https://www.unrealengine.com/
2https://developer.vive.com/resources/knowledgebase/vive-srworks-sdk/
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6.2. Temporal Eye Adaptation

integrated into UE. The tool uses the cameras of the HMD and renders the images on a
plane in VR to create a video-see-through AR scene.

The AR module, however, is not compatible with NVIDIA’s Touring-series3 and can only
be used with graphic cards from the previous series.

6.2 Temporal Eye Adaptation

To implement a correct simulation of human vision, many of UE’s already available
features can be utilized and updated. For example, the process of temporal eye adaptation
was already implemented in the engine, but based on approximations, not on medical
data. UE provides an eye adaptation algorithm with manually adjustable up and down
speed. While this gives a game designer more freedom to adapt the settings to an
application’s needs individually, this does not perfectly reproduce human adaptation.
UE’s temporal eye adaptation algorithm is implemented in a post-processing shader,
with a function that uses the previous adaption value, the target value and the current
frame time. With these three parameters, we implemented a medically-based temporal
adaptation, following Equations 5.2–5.4. Due to the usage of medically evaluated data of
human adaptation to light and dark, the parameters of up and down speed are no longer
necessary.

6.3 Perceptual Glare

We generate a medically based glare via simulating the impurities in the human eye and
the amount of light entering the eye. We generate static particles in a pre-processing step
and combine them with a user’s real-time pupil size. This is our lens aperture, which
we use to generate our glare kernel via FFT. The glare kernel can then be applied to a
rendered image with a convolutional bloom in real-time.

6.3.1 Pre-Processing Step

In our proposed methodology, the Fresnel equation, that is used for the diffraction of
waves at short distances (like inside the eye), and the particles are static. Therefore,
they can be computed and multiplied in a pre-processing step at startup and stored in a
single texture for access during runtime. Since the Fresnel term is a complex number,
the result is stored in a two-channel texture, where the red channel is the real part and
the green channel the imaginary part.

UE is only able to store positive values in a render target (all negative values are clamped
to zero), but the Fresnel term is in the range of [−1, 1]. Therefore, we shift the output
into the positive domain, i.e., by adding the minimum of that range to the result.

3https://forum.vive.com/topic/5747-list-of-supported-gpus/?tab=comments#
comment-25927
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6. Implementation

This yields a 2D-RG-Texture, representing the result of FC(x, y)·A(x, y) (see Section 5.2.2),
with values in the range of [0, 2], which can be accessed during runtime.

6.3.2 Real-Time Kernel Generation

The non-static influence of the glare kernel, i.e., the pupil size, is generated during
runtime. The size of the aperture is based on the user’s current pupil size, which has to
be calibrated beforehand.

The pre-computed texture FC(x, y) ·A(x, y) is then shifted back into its actual domain
[−1, 1], multiplied with the pupil aperture, and shifted into the positive domain again for
storing in another render target. The resulting lens texture, LC(x, y) (see Sec. 5.2.2), is
then used as input for the Fourier transform. Note that the shifting of the values has no
significant influence on the output (see Section 5.2.2).

As a next step, the FFT of this lens texture is computed by calling UE’s internal GPU
FFT function and copying the output into another render target for further processing.
This function saves the output in a side-by-side manner, where [0, N2 − 1] is the complex
output for the previous red channel and [N2 , N − 1] for the green channel as shown
in Figure 6.2. By calculating the “mirrored” complex conjugate for each channel, the
complete Fourier transformed output can be constructed.

R

G

FFT

ℜ(R') ℜ(G')

ℑ (R') ℑ (G')

ℜ(R') ℜ(R')

−ℑ (R')ℑ (R')

ℑ (G')−ℑ (G')

ℜ(G')ℜ(G')

Xi = XN-i

___

Figure 6.2: The UE FFT process visualized for a two-channel texture: The 2D Fourier
transformation of an input image RG generates a complex side-by-side output, where the
real values < of R′ and G′ are saved in the first channel and their imaginary components
= in the second channel. They can be separated by taking the complex conjugate XN−i
of each row Xi, i.e., mirroring one side along the middle and inverting the mirrored
imaginary component.
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This result is then normalized. Furthermore, by taking the absolute squared value, a
single-value, monochromatic PSF is generated. Before storing in a render target, it has
to be clamped to UE’s maximum texture value to avoid overflow.

This monochromatic PSF is then used to generate the spectral PSF by iterating over
multiple wavelengths and summing them up, as shown in Figure 6.3.

380 nm 770 nm

+ + ++

575 nm

Figure 6.3: Scaled copies of one monochromatic PSF can be combined (added up) to a
spectral PSF. Reprinted from Myszkowski and Tursun [MT19].

Finally, in order to be able to use our kernel as input for UE’s bloom function, we
manually add a very bright center, as advised in UE’s documentation.4 While the PSF
generally already has a very bright center, it mainly is too big (i.e., multiple pixels wide)
and would blur the rendered image on convolution. Therefore, we add a smaller, brighter
center to the kernel before convolution. In future work the correlation of a too large
center, as generated by our methodology, to the blurring of the image should be evaluated
further.

6.3.3 Unreal Bloom

UE’s built-in convolutional bloom can be used to combine the glare kernel with the
rendered image. Since it is very costly to transform the whole rendered image for both
eyes into the frequency space due to the high pixel count, we adapted the engine to apply
the FFT only to a specific window. A square, power-of-two-sized area around the current
viewing point, is selected, and the bloom is only applied to this part of the image. This
approach results in better runtimes, and when using the eye tracker, we can simulate the
dependence on the angle of incident light by creating a falloff from the center for more
realistic simulation.

In order to allow a more pleasant appearance than cut-off edges at the corners of the
FFT window, a custom post-processing stage was added, that blends the original (un-
convolved) image with the bloomed window using a Gaussian falloff. These edges are
only visible at the periphery of our visual field, which has very low influence on our
bloom perception in VR. However, in the periphery we mainly react to movements or
high frequency noise. Therefore, a blending is necessary to avoid disturbing artifacts.

4https://docs.unrealengine.com/en-US/Engine/Rendering/PostProcessEffects/
Bloom/index.html#kernelimagebestpractices
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6. Implementation

Furthermore, the native UE bloom expects a static glare kernel (most likely to avoid costly
recomputation every frame). However, we want a dynamic kernel. Therefore, we adapted
the engine to take dynamic render targets as input, and trigger the recomputation of the
kernel FFT manually every frame.

6.4 Visual Acuity Reduction
The loss of visual acuity was implemented using two sequential post-process materials
before tone mapping. The first one transforms the image into the Lab color space and
blurs the lightness in a horizontal direction, while the second one then blurs the lightness
in a vertical direction and converts all values back to RGB colors.

Accessing the scene texture at multiple coordinates in UE’s post-processing materi-
als is intricate, but possible by using the post-processing shader’s internal function
SceneTextureLookup in a Custom Node within the material.

When writing negative values from a post-process material to the scene texture, these
numbers get clamped to zero. Since the Lab color space can also have negative values,
we need to preserve these values. In this case we cannot simply shift our values by
adding the minimum value, because we cannot determine this value without iterating
over the whole image, which is very slow and not well suited for VR. Therefore, we add a
mask via the alpha channel, using a binary format for the three channels converted into
decimal numbers, as shown in Algorithm 6.1. Then, we can pass all values as absolute
and unmask it before further processing, as in Algorithm 6.2. Additionally, UE only can
pass values between 0 and 1 in the alpha channel. Therefore, a division by the maximum
mask value (i.e., seven) is necessary.

Algorithm 6.1: Mask Negative Values
Input: A vector (L, a, b), with possible negative values.
Output: A vector (L+, a+, b+,M), with positive values only and negative values

mask M .
1 M = 0;
2 if L < 0 then
3 M+ = 1;
4 end
5 if a < 0 then
6 M+ = 2;
7 end
8 if b < 0 then
9 M+ = 4;

10 end
11 return (|L|, |a|, |b|, M7 );
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Algorithm 6.2: Unmask Negative Values
Input: A vector (L+, a+, b+,M), with positive values only and negative values

mask M .
Output: A vector (L, a, b), with possible negative values.

1 M = 7 ·M ;
2 (L, a, b) = (L+, a+, b+);
3 if M%2 == 1 then
4 L = −1 · L;
5 end
6 M = bM/2c;
7 if M%2 == 1 then
8 a = −1 · a;
9 end

10 M = bM/2c;
11 if M%2 == 1 then
12 b = −1 · b;
13 end
14 return (L, a, b);

6.5 Scotopic Color Vision
A scotopic color shift is applied as a post-processing material after tone mapping. The
intensity of this color shift is dependent on the sensitivity of the rods. Therefore, we
need the temporally filtered scene luminance (i.e., before the tone mapping).

In UE’s post-processing materials only the tone-mapped color is available by default
after tone mapping. However, the engine still stores the non-tone-mapped output for
debugging reasons. Therefore, the non-tone-mapped color and luminance input can be
activated and accessed alongside the default inputs. This allows us to implement scotopic
vision as UE material, following Equation 5.18.
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CHAPTER 7
Results and Discussion

In this chapter, the outcome of this thesis is discussed. First, we will describe the
hardware used for the project and our user study. Secondly, all details of the user study
and its results are laid out. Then we discuss the limitations of this thesis. Moreover, we
compare our work to similar approaches and discuss its advantages and disadvantages.
Finally, the runtimes of our algorithm are listed.

7.1 Hardware

We used the HTC Vive Pro1 for our project, because it currently has one of the best pixel
per inch/PPD ratios, and is also suited for AR applications. It has two 1440× 1600 pixel
AMOLED displays with a 90Hz refresh rate. Furthermore, two cameras are located at
the front of the HMD that allow for video-see-through AR. It has an outside-in tracking
system via Vive Lighthouse base stations.

For the eye tracking, the Binocular Add-on for the HTC Vive by Pupil Labs2 is used.
It can be clipped into the Vive or Vive Pro without any further mount. Adding an eye
tracker to the inside of a HMD inherently reduces the FOV, since the lenses have to be
moved back to make room for the cameras of the eye tracker. In practice, it is hardly
distinctive for an unexperienced user from the full FOV of the HMD.

In order to allow for smooth applications an Nvidia GTX 1070 and an Intel i7-3770K
CPU, equivalent or better, are necessary for 90 FPS. For optimal user experience, better
hardware is beneficial. Therefore, we used an Nvidia RTX 2080 Ti for our user study.

1https://www.vive.com/de/product/vive-pro/
2https://pupil-labs.com/products/vr-ar/
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7. Results and Discussion

7.2 User Study

Five participants took part in this user study, aged 23 to 32, where one participant was
female and were four male. One of the participants wore glasses (also in the HMD), two
wore contact lenses, and another two had no visual aid at all. All of them were Caucasian
and had relatively bright eye colors (blue, green, or light brown), with a distinctive
difference of the pupil from their retina. One participant had very slight deuteranomaly,
a red-green weakness, but they described it as barely noticeable in their everyday life.

In this pilot study we focused on collecting qualitative feedback of a few participants
to investigate differences of human vision in real life and VR. We did not aim to obtain
extensive statistical data, but detailed verbal feedback from the participants.

The user study protocol consisted of the following parts:

Study Information We explained the aim and general procedure of our study to the
participant.

Real-World Experiment We set up a low-light scene to get a more accurate compari-
son, as well as to sharpen the user’s attention. All the blinds in our Lab were shut
and a small but bright light source was placed on a table approximately 5 m in
front of the users. They were then asked to describe their perception of the light
in regards to looks, body movement, eye movement, as well as the distance to the
light. We asked, for example: What does the glare look like? How does it change,
when you move around the room?

Eye Tracker Calibration The participants put on the HMD and we started the eye
tracker calibration. First, they had to look at a green dot circling the center of the
display, to calibrate the viewing direction. Second, we showed a black screen and a
white screen for 5 seconds each, to calibrate the pupil size.

VR Experiment We showed the participants a low-light glare scene in VR, and asked
them to compare our simulation to their vision during the real-world experiment.
They could freely explore the VR scene and analyze the differences. We used an
office scene3 with only a single desk-lamp as light source.

Questionnaire We asked the users to compare the simulation to their real perception,
while they were still in VR. They graded all implemented effects on a Likert Scale
from one to seven, where one means not similar at all and seven stands for exactly
the same. Additionally, they gave verbal feedback on perceived differences and gave
reason to their ratings.

3https://4real3d.com/model/unreal-engine/ue4-scene/ue4-office/unreal-
studio-office-scene-datasmith-beta-4/, with minor adaptations, especially regarding
light emission.
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7.2. User Study

The eye tracker generated volatile data for two participants due to glasses or mascara
worn during the user study. It resulted in heavy flickering of the simulated glare – zero
was returned as pupil size when the pupil could not be detected in that frame, which
lead to unrealistic results. Our algorithm was not able to adapt to this unstable data.

7.2.1 Evaluation of Results

All participants were asked to rate six different categories on a Likert Scale from one to
seven, where one means “completely different” and seven stands for “exactly the same”
when comparing their real perception during the real-world experiment, to the one in the
VR experiment. They were asked to evaluate and to explain their decisions the following
categories:

Glare Appearance How does the effect of the glare around a bright light source look
like?

Glare Movement When moving around the scene, or not looking straight at the glare,
how does the glare change?

Eye Adaptation How does the illumination change, when looking from bright to dark
regions or vice versa?

Visual Acuity How well are the details in dark regions perceived?

Scotopic Vision How do the colors change in dark regions?

Overall How would you rate the overall scene?

Figure 7.1: Average user study ratings, of five participants.
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The average ratings of all participants per the different categories can be seen in Figure 7.1.
Five of the six categories were, on average, voted five or above out of 7, with only the
glare appearance voted 3.9 on average.

Figure 7.2: Distribution of ratings of Glare Appearance.

The distribution of the votes on glare appearance can be seen in Figure 7.2. In general,
all participates stated that their perception of glare was much more delicate in regards
to light streaks and much more detailed than our simulated glare. It was noted multiple
times that the corona or the center of the glare seemed too intense in VR. Furthermore,
the colors were described as too intense and saturated in VR. They appeared more
reddish in VR than in real life and the center of the glare appeared whiter when looking
at the real-world scene. However, some participants stated that the rainbow-like circles
on the outside of the glare were very realistic and similar to their perception. On the
other hand, one participant noted that they perceived more colored circles in real life
than in VR – this, therefore, seems to be a very user-specific phenomenon. Additionally,
it was mentioned by one participant, that their vision of glare was much more circular
and less jagged than our simulation. Furthermore, one person noted that they found the
slight pulsing of the glare irritating and disturbing. They described their glare perception
as more fluid, like water, while they perceived the VR simulation as too jerky. Contrary,
another participant mentioned that the pulsation of the glare in VR seemed very nice,
while not entirely similar to their real perception; they still deemed it a realistic effect.

The participants rated the appearance of the look of the glare when moving around in the
scene or changing gaze direction. The distribution of ratings can be seen in Figure 7.3.
One participant claimed the glare disappeared too quickly when glancing away from it,
another one claimed it was still too intense when focusing on something nearby. Another
person rated the effect of eye movement in the scene to be just perfect. Furthermore, it
was stated by one participant that they perceived fewer colors when looking away from
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Figure 7.3: Distribution of ratings of Glare Movement.

the light in real life, while the simulation did not change color at all. Additionally, the
effects of spacial movement in the scene were evaluated in this category – it has been
noted multiple times that the glare effect did not seem to tilt correctly with the user, i.e.,
the participants expected some deformation when viewing the glare from the sides, but
our glare stayed circular.

Figure 7.4: Distribution of ratings of Eye Adaptation.
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The distribution of votes for the eye adaptation can be seen in Figure 7.4. Generally,
this effect was commented on very positively, i.e., most participants said it resembled
their perception a lot, it seemed natural and they were very comfortable with it. The
main point of critique was that the adaptation from bright to dark scenes was too slow.

Figure 7.5: Distribution of ratings of Visual Acuity.

The distribution of the perception of visual acuity can be seen in Figure 7.5. This effect
was voted as entirely equal to their perception by four out of five participants. All
of those noted that they hardly had noticed it at all before being asked to grade it.
One participant added that when viewing a dark scene, more “noise”, i.e., irregularities,
appear. On the other hand, one participant noted that this effect was way too intense in
the scene at hand, and while the simulated loss of visual acuity might be realistic in a
dark scene without light, they said that it did not match the scene at hand at all.

The votes for the color shift in scotopic vision was evaluated in Figure 7.6. Two
participants noted that the colors completely matched their perception in a dimly lit
scene. Another one noted that the scene, in general, seemed to be very warm with brown
and red colors. Therefore the color shift in the dark areas seemed too intense. On the
other hand, another participant mentioned that they thought the colors of the darker
regions were too intense, i.e., they said a more intense shift would be necessary. Another
one mentioned that some shadowed areas seemed too bright, while others appeared
completely black – yet, this could also be influenced by the quality of the used lightmap
generated by UE.
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Figure 7.6: Distribution of ratings of Scotopic Vision.

Figure 7.7: Distribution of ratings of Overall.

The distribution of the overall ratings of the simulation can be seen in Figure 7.7. Most
participants rated our simulation above average. One participant rated it to be neither
good nor bad, all the others found it good or very good. However, no one rated it as
perfect. Three out of five participants noted that all the effects were harmonious and
generated a realistic scene. One of the most significant downsides mentioned in this
category was the appearance of the glare as being too coarse, especially the rays from
the center, as well as being too big in size. Furthermore, participants mentioned that, in
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VR, the lamp as a light source was not visible behind the intense glare, while in reality,
the lamp was visible.

In summary, it can be said that the user study gave valuable insights into the perception
of glare and night scenes in VR. While most participants agreed on the main arguments,
like the glare appearing as too coarse and intense, or the proper simulation of night vision,
some outliers confirmed our assumption that human perception is hugely subjective.
Therefore, it is difficult to generate a generally acceptable model. We argue that a
method, which allows individual adjustment of each effect for each user, like the one we
propose, could overcome this problem.

7.3 Discussion and Limitations

Evaluating the results of the user study showed that the most significant improvements
for future work could be made regarding the glare. Other phenomena, like scotopic vision
and temporal adaptation, have already been widely researched, and by building upon
this research we were able to generate plausible simulations. Glare effects are highly
dependent on the internal eye anatomy, like particle count and size, which greatly varies
from person to person and cannot be measured without specialized equipment. We can
adapt our simulation to external eye parameters like pupil size and view direction. In
future work, we could integrate more details into our simulation. However, this would
require substantial medical measurements of the characteristics of the user’s eye, and
calibrations beforehand.

All user study participants mentioned that the glaring pattern was too coarse. They
noted that their perceived glare, in reality, had more detailed and delicate light streaks
and the simulated glare, therefore, seemed very thick and unnatural. While this might
be an issue in the algorithm, it has to be mentioned that the used VR-HMD is not able
to display details as well as the human eye can perceive them. The Vive Pro has an
PPD value of 13.85, while the human eye at 20/20 vision can process approximately 60
PPD [SLWT19].

Another limitation of our work is that the glare kernel is always based on a yellow-white
light, independent of the rendered light’s color. Different colors and, therefore wavelengths
of light, influence the perceived glare in different ways. While in theory, convolving the
glare kernel with colored light should influence the final output color, this happens only
very slightly and does not sufficiently resemble the real perceived glare of colored light.

One element not yet included in our simulation was the influence of eyelashes on the
perception. The eye tracker is able to detect blinking, with a duration on average of
300–400 ms [Vol04]. It returns a pupil size of zero when the eyes are closed, as well as
a decreased size when the lid is halfway closed, as shown in Figure 7.8. Therefore, the
size of the glare aperture is reduced accordingly until the minimal size and increased
again when opening the eyes. For this reason, our glare kernel adapts in some way to
a blink of the eye. However, the influence of eyelashes interfering with the incident
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Figure 7.8: A blinking eye captured by our eye tracker. The red dot and red circle
highlight the detected pupil.

light was not accounted for in our current implementation. However, none of the user
study participants mentioned that phenomenon as “missing” or described any differences
noticed.

7.4 Comparisons to Related Work

We produce a real-time glare effect, that depends on the user’s pupil size and is based
on wave optics. In the proposed methods by Ritschel et al. [RIF+09] and Berg et
al. [vdBHC05] similar approaches were presented. Their effects are either based on static
calculations or preset functions of the pupil size in regards to changes in lighting. A
comparison of the three different produced glare kernels is shown in Figure 7.9. Our
glare has a very intense center, similar to Berg et al. [vdBHC05]. A colorful, but fainter,
corona is visible, similar to the kernel proposed by Ritschel et al. [RIF+09].

Similar to Ritschel et al. [RIF+09], we concluded that the glare perception could greatly
vary between different users and there is no universally correct solution. Our user study
participants also described similar phenomena as the participants of the study conducted
by Berg et al. [vdBHC05]. While their simulated glare seems to be a lot more blueish
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(a) Our glare. (Note that the faint rainbow-colored halo is very
difficult to see on darker displays or prints.)

(b) Ritschel et al. [RIF+09] (c) Berg et al. [vdBHC05]

Figure 7.9: Comparison of different glare kernels.

74



7.4. Comparisons to Related Work

than ours, still the same distinct features can be seen.

Neither Ritschel et al., nor Berg et al. conducted experiments with users to compare
their simulated glare to a real-world situation. To the best of our knowledge, we are the
first to let users compare a VR simulation of a glare to a glare effect perceived in the
real world. As our results showed, our simulation achieved some promising initial results,
but more work is needed regarding the glaring pattern itself. This can be achieved by a
revised user study – employing the results of our first one, in order to generate a better
understanding of the perception of glare in real life and in simulations, like VR.

Our simulated temporal eye adaptation, visual acuity reduction and scotopic color vision
were generally well accepted by all user-study participants. Our results indicate that our
method is able to enhance the user’s experience of the scene in low lighting conditions.

When comparing an image of a low-light scene generated by a default renderer to
our implementation, as shown in Figure 7.10, the differences can clearly be seen. We
approximate the simulation of night vision better, i.e., our approach is closer to human
perception than when using the default settings. The work by Krawczyk et al. [KMS05]
showed similar results. They used a Gaussian pyramid due to the spacial similarities for
all their implemented effects (temporal luminance adaptation, visual acuity and veiling

(a) Default UE settings. (b) Our adaptations.

Figure 7.10: Comparison of a renderer’s default settings to our implementation.
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luminance). In contrast to their approach, we only generate four steps (128 × 128 to
16× 16 pixels) of a Gaussian pyramid to calculate the average frame luminance. We use
a distinct glare method via a PSF which can not be integrated into their workflow. We
can still compute the loss of visual acuity efficiently in real-time by splitting the kernel
into two 1D filter processes. Therefore, our approach can display all the effects proposed
by Krawczyk with an advanced glare in real-time in VR.

Our user study shows that these additions, i.e., temporal luminance adaptation, perceptual
glare, visual acuity reduction and scotopic color vision, to the scene are perceptually
significant and necessary for realistic night scenes. Like stated in most of the perception-
based methods, every user experiences low-light vision slightly differently. This work has
laid a ground base for further research regarding individual adaptation for everyone in
rendering of night scenes or low-light scenes.

7.5 Runtimes
Our application can run in real-time on current PCs and has quite robust performance
on high-end hardware. In the following, the rendering times, of a PC with an Nvidia
GTX 1070 graphics card, for different stages of our method are evaluated, see Table 7.1.

Table 7.1: Runtimes for different rendering stages.

Stages Count Avg. GPU times

Aperture Once 0.04 ms
Spectral PSF Once 2.34 ms

Visual Acuity Reduction Per eye 0.36 ms
Temporal Eye Adaptation Per eye 0.18 ms
Glare Convolution Per eye 1.47 ms
Scotopic Colors Per eye 0.14 ms
Overall Post-Processing Per eye 2.42 ms

Overall GPU All-together 9.57 ms
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CHAPTER 8
Conclusion and Future Work

In this chapter, we summarize the main contributions of this thesis, and discuss possible
improvements for future work.

8.1 Conclusion

In this thesis, we propose a tool for simulating human perception of light in VR. We
adapted the glare methodology proposed by Ritschel et al. [RIF+09] to run in real-time
VR and AR. Additionally, we added eye tracking to their approach to adapted the
simulation to the user’s viewing direction and pupil size. We also incorporated and
adapted the work by Krawczyk et al [KMS05] to perform efficiently in our framework, in
order to add more realism in low-light scenes.

Our work has made some significant improvements to standard simulations of low light
scenes and added further realism to the simulation of glare. The results of our pilot study
indicate that our developed application can simulate temporal eye adaptation, reduced
visual acuity and scotopic color vision similar or very close to what humans perceive in
real-life situations. To the best of our knowledge, our glare is the first perceptual glare
to run in real-time VR and AR, that is based on medical research and implements an
on-line PSF. We also identified areas of improvement for glare appearance and glare
movement, to increase realism even further in future work.

With our user study, comparing a real-life situation to a VR simulation, we were able to
show the importance of medically-based, perceptional effects to increase the quality of
visual perception in VR, which leads to more realism of the simulation and potentially
also better immersion.

Our work can be added to any standard real-time rendering tool or framework as
independent post-processing steps for each effect or a general post-processing tool.
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8.2 Future Work

In this thesis, we presented a real-time application for VR and AR to approximate human
visual perception inside an HMD, based on medical studies and using eye tracking. We
have identified the following possibilities to further improve realism in future work.

8.2.1 Further Medical Specifications for the Glare

While we aimed to include all relevant medical details in our glare algorithm, the following
improvements can be made.

Lens Deformations A medical feature that has not yet been exploited in our approach
is the deformation of the lens in the human eye, depending on eye accommodation
and contractions of the ciliary muscle [RIF+09]. These movements are determining
the animation of the glaring pattern, in addition to the pupil size. We are already
able to simulate the glare animation quite accurately, according to our user study
participants. However, the deformation of the lens might be able to increase the
realism of our simulation further.

Glare Sizes Depending on Light Source In our simulation, the size of the glare is
only dependent on the size of the rendered image and therefore constant for all
types, sizes and intensities of light. We assume a single direction of light incidence,
i.e., parallel to the visual axis of the eye. Additional research regarding the external
influences of light, i.e. the angle of light incidence or the size of the luminary, is
necessary for improved realism for all lighting situations.

More Detailed Glare Texture Multiple user study participants noted that the glare
they perceived in real life, was more delicate than in our simulation. While this
might be an issue of the HMD’s resolution (see Section 7.3), we could try to generate
more detailed and delicate light streaks by using bigger textures for the generation
of the glare kernel. However, this would also lead to the necessity of bigger FFTs,
which would result in slower run times.

8.2.2 Additional Effects

Our approach already includes the most prominent effects on human vision. However,
additional features could increase the realism in VR still.

Billboards for Glare Application A possibility to avoid many costly FFTs would be
to not convolve the glare as a post-processing step with the image, but render it on
a semi-transparent plane in front of the light source. This would additionally add
more perspective to the glare, as it was mentioned multiple times in our user study.
However, this approach would only be well suited for point lights, not area lights.
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Afterimages A very prominent effect that has not been accounted for in this thesis
are so-called afterimages or after effects [Pur19]. Looking into a very bright light
source for an extended amount of time temporarily bleaches the photoreceptors in
the eye. This leads to images appearing in our vision even after the luminaire has
vanished, hence the name. With a more detailed simulation of the absorption and
reproduction of the photoreceptors, the simulation of these effects could further
increase the realism of a VR simulation.

Noise in Scotopic Vision Erroneously firing rods during low lighting ambiance leads
to perceived noise in the human visual system (see Section 2.2.2 iv.). We see this
as a “filter” over our vision. As mentioned by one participant in our user study,
simulating this noise could help increase realism.

User’s Custom Tonemapper It has been shown in many studies, that the perception
of light and lightness is unique to every person and even varies in the same person
at different points in time [Pur19]. In order to allow a personally optimal tone
mapping, a user’s custom curve of brightness perception can be constructed via
visual tests with multiple repetitions. The benefit of doing so in VR is that the
surroundings and environment are completely controllable, due to the enclosed
HMD.

8.2.3 User Studies

Larger user studies should be conducted on the topic of light simulation to allow for a
direct comparison of the perceived phenomena and simulated phenomena.

Using an HDR Display Further assessment of the proposed methodology could be
made via an HDR display. Through simple tests using black images with small,
white circles, we have concluded that glare is only minimally present on average
LDR monitors. However, on HDR monitors, an evident glare phenomenon was
observed. This has led us to believe that while our methodology was mainly
developed for VR applications, a further assessment of the glare appearance on
rendered images could be done on an HDR display to be able to compare the
rendered glare to real life at the same time.

Using a High-Quality HDR Camera Evaluating the “correctness” of our imple-
mentation could also be done by applying it to real-world HDR images and com-
paring it to a user’s perception similar to [YBMS05] or [WC06]. In contrast to the
evaluation method above, this allows for comparison in AR scenes.

AR User Study While our application included an AR mode, it was not reviewed
in our conducted user study. The comparison of a real-world scene to an AR
simulation could give further insights into the differences of real-world perception
and the perception in an HMD. However, the cameras of our currently used HMD
only have a resolution of 640× 480 pixel and are not able to capture HDR scene
information.
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