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Univ.Prof. Dipl.-Ing. Dr.techn. Helwig Hauser, University of Bergen

Wien, 8. August 2023
Sanjin Radoš Eduard Gröller

Technische Universität Wien
A-1040 Wien Karlsplatz 13 Tel. +43-1-58801-0 www.tuwien.at





Reprojecting Visualizations for
Advanced Interaction

DIPLOMA THESIS

submitted in partial fulfillment of the requirements for the degree of

Diplom-Ingenieur

in

Media Informatics and Visual Computing

by

Sanjin Radoš
Registration Number 0226963

to the Faculty of Informatics

at the TU Wien

Advisor: Univ.Prof. Dipl.-Ing. Dr.techn. Eduard Gröller
Assistance: Dipl.-Ing. Dr.techn. Krešimir Matković, VRVis Research Center in Vienna, Austria
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Kurzfassung

Die visuelle Analytik spielt eine immer wichtigere Rolle in der Datenexploration und -
analyse. Bislang liefert ein erheblicher Teil der Methoden der visuellen Analytik vorwie-
gend qualitative Ergebnisse, beispielsweise basierend auf einer kontinuierlichen Farbskala
oder einer detaillierten räumlichen Kodierung. Dies unterstüzt und erleichtert die mensch-
liche Beteiligung im Analyseprozess. Wichtige Anwendungen, wie etwa medizinische
Diagnose und Entscheidungsfindung, profitieren jedoch von quantitativen Analyseergeb-
nissen. Um die visuelle Analyse weiter zu stärken, schlägt dieser Diplomarbeit mehrere
Erweiterungen des etablierten Konzepts des Verknüpfens und Bürstens vor. Das Ziel ist die
Erleichterung der quantitativen Interpretation von Ergebnissen aus dem Brushing und die
Förderung der Reproduzierbarkeit dieser Ergebnisse. Wir tragen zur Reproduzierbarkeit
bei, indem wir das Konzept eines strukturierten Brushing-Raums einführen, der Mög-
lichkeiten für interaktive, quantitative und reproduzierbare visuelle Analysen bietet. Der
strukturierte Brushing-Raum kann an die Nutzerpräferenzen angepasst werden durch spe-
cifische Merkmale wie das hier eingeführte Prozentgitter und die Sanap-to-Rasteroption
für Brushing nutzt. Darüber hinaus werden zwei neue Brushing-Techniken vorgestellt: die
Prozentilbürste und die Mahalanobis-Bürste. Diese Techniken nutzen zugrunde liegende
Daten, um statistisch sinnvolle Interaktionen mit Daten zu ermöglichen. Ein Beispiel ist
die Auswahl eines festgelegten Prozentsatzes von Datenwerten, wie z.B. 10%. Überlagerte
deskriptive Statistiken, die wir den verknüpften Ansichten hinzufügen, integrieren die
quantitativen Ergebnisse, indem sie die Statistiken der gebürsteten Datenelemente aus
anderen Dimensionen liefern. Das neue relative Differenzdiagramm unterstützt auch das
Verständnis von Datenänderungen in den verknüpften Ansichten. Wir evaluieren die
vorgeschlagenen Techniken für Analyseaufgaben, die reproduzierbare Ergebnisse und
quantitative Messungen erfordern, im Kontext von zwei Fallstudien, und präsentieren
Feedback von Fachexperten. Eine Studie basieret auf meteorologischen Daten und eine
andere auf Daten über Länder der Welt.
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Abstract

Visual analytics plays an increasingly important role in data exploration and analysis.
Until now, a significant portion of visual analytics methods predominantly delivers quali-
tative results, for example, based on a continuous color map or a detailed spatial encoding.
This facilitates and augments human involvement in the analysis process. Crucial appli-
cations, such as medical diagnosis and decision making, benefit from quantitative analysis
results. To further enhance visual analytics, this thesis proposes several extensions to the
well-established concepts of linking and brushing. The aim is to enable the quantitative
interpretation of results from brushing and promote reproducibility. We address the
reproducibility challenge by introducing the concept of a structured brushing space,
offering opportunities for interactive, quantitative, and reproducible visual analyses. The
structured brushing space can be tailored to user preferences by utilizing specific features
like the introduced percentile grid and the snap-to-grid option for brushes. Additionally,
two novel brushing techniques are introduced: the percentile brush and the Mahalanobis
brush. These techniques use underlying data to allow statistically significant interactions.
An example is to select a predetermined percentage of data items, like 10%. Overlay
descriptive statistics that we add to the linked views incorporate the quantitative results
by providing statistics of the brushed data items from other dimensions. The new relative
difference plot also aids in understanding visualization changes in the linked views. We
evaluate the proposed techniques for analysis tasks requiring reproducible results and
quantitative readings in the context of two case studies. One is based on meteorological
data and the other one on world countries data. We finally present feedback from domain
experts.
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CHAPTER 1
Introduction

Effective means for data analysis are crucial to successfully exploit the wealth of infor-
mation that is potentially contained in massive sets of complex (often heterogeneous)
data. Because information is often hidden in data, applying only a single data analysis
technique is often not enough to extract valuable insights. The scientific field known as
visual analytics deals intensively with these problems. Visual analytics has realized that
the path to success is to intertwine advances from different research areas—including
statistics, machine learning, data mining, and visual analysis—to capitalize both on
the perceptual and cognitive powers of users as well as on the efficiency of automated,
large-scale computations [KMS+08]. Over time, visual analytics has evolved into a ma-
ture scientific field that has become an indispensable complement to automatic analysis
techniques. Visual analytics supports both novice users and experienced analysts in
performing data exploration and analysis efficiently and effectively. It can facilitate the
analysis of data in both simple and complex analytical processes by providing the means
that not only help the user to monitor and interact with the graphically presented data,
but also to influence the different phases of the process. The great freedom and power to
extract insights from the data would not be possible without the help of various visual
interaction techniques adapted to work with the human visual system. Many of these
techniques have been developed in the sub-field of visual analytics known as interactive
visual analysis (IVA), which we will learn and contribute to in this thesis.

IVA provides an efficient and effective framework in which analysts can take full ad-
vantage of the power of human perception and cognition as well as their expertise in
researching and analyzing the data in question. Integral parts of this framework are the
means for interaction and data visualization. For the visual communication of different
aspects (dimensions) of the data, IVA uses many visualization techniques, such as a
parallel coordinate plot, scatterplot, curve display, and bar chart, to name a few. Data
visualization techniques used in IVA are traditionally made interactive, i.e., they provide
a mechanism by which the user can modify graphically presented data (that is why we
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1. Introduction

often hear the term interactive visualizations). The most popular interaction technique
used in IVA is known as brushing (read selecting). Brushing was introduced many years
ago [BC87], and the original intent of brushing was—and still is—to select and visually
emphasize or highlight brushed data items in different views. Many different brushing
techniques have been developed over the years, but research into new techniques is still
highly needed because different data types, visualizations, and use cases create demands
and needs for new or improved brushing techniques. To enable complex data analysis,
IVA uses a well-proven approach known as coordinated multiple views (CMV), in which
multiple visualizations are used to visualize different data dimensions jointly, and users
can correlate those views [Rob07]. The basic idea of CMV is to enable interaction with
data in all coordinated views through brushing. When the user brushes the data items
of interest, the linking mechanism is immediately activated. It will update all the linked
views and make the selected data subset visually emphasized (for example, through
different color coding) so that the user can notice and observe related changes in other
dimensions of the same data set. Brushing combined with linking within the setup of the
coordinated and multiple views is better known as linking&brushing. With the inclusion
of linking&brushing, additional possibilities for understanding data and searching for
hidden information are activated [Mun14].

An example of data analysis using linking&brushing in CMV is shown in Figure 1.1,
where six dimensions of the meteorology data set [NOA14] are visualized. At the
beginning of the visual analysis process, we usually choose which dimensions of the
data we want to explore or analyze. In the example shown, two scatterplots jointly
display the elevation and maximum temperature (top-left) and the latitude and longitude
values (top-right). Histograms at the bottom display the recorded maximum amount of
precipitation (bottom-left) and the minimum amount of precipitation (bottom-right). By
observing visualizations, the user creates a mental image of the graphically presented
data, which eventually leads to the “I see (something)!” effect. For example, there is
one small cluster of dots in the lower-left corner of the left scatterplot with very low
elevation and relatively low maximum temperature values. After gaining the first insight,
the user typically wants to explore “this something” further. For example, he might be
interested in finding the geographic locations of the measuring stations that make up the
aforementioned cluster. Hence, the user initiates data exploration by creating a brush
to select the data subset of interest, for example, in the left scatterplot, as shown in
Figure 1.1.

The CMV system responds to the user interaction by activating the linking mechanism,
which immediately and consistently highlights the associated subset of the data items in
all linked views. Because the user knows the relation of the brushed data in the brushed
view he can now explore and analyze the respective data subspace in the linked views.
The scatterplot on the right in Figure 1.1 reveals that the measuring stations in question
are located near the coast, but are relatively distant from each other. It also shows that
the brushed subset of the data no longer forms a compact cluster, as in the brushed
view, but is divided into several smaller clusters. Furthermore, as revealed by histograms
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Figure 1.1: ComVis [MFGH08] a coordinated multiple views system is used to analyze
meteorology data. ComVis links all its views, when a subset of the brushed data changes
in the brushed view. In the shown example, a brush is created in the top-left view and
the graphical representation of the data is immediately updated in all other views.

at the bottom, there is an observable difference in the precipitation measured at the
selected stations. The user may at any time suspend or continue further analysis of
the data. By repeating or creating new brushing operations, the user enters into an
interactive&iterative dialogue with the analytical system. This is known as the IVA loop
and helps him focus his analysis and perform a deep(er) information drill-down.

In the example shown, the next step in the analysis could be to create a new brush in
the scatterplot on the right to examine how geographical location is responsible for the
amount of precipitation, or the user could keep brushing the left scatterplot to examine
other data subsets of interest. Linking&brushing is an essential feature in visual analytics
systems, where it serves as a primary mechanism for interactive visual exploration and
analysis of data.
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1. Introduction

1.1 Motivation and Problem Statement
The basic idea of linking&brushing in coordinated and multiple views (CMV) is that
the user moves the brush in one view and watches what is happening in other views.
Because he knows what is changing in the brushed view, he observes the consequences
of it in the linked view(s). In this regard, the user performing the interaction plays
a central role. However, designers of interactive visualizations often do not consider
the user’s behavior and the burden of his task. The user is most heavily burdened by
cognitive loads that he or she has to invest. Unfortunately, these are often unnecessarily
high, and when designing interactive visualizations, the possibilities for reducing the
interactive load on the user are, in most cases, not sufficiently taken into account. In
the context of linking&brushing in CMV, there are two aspects to consider that have a
significant impact on the user’s cognitive load. On the one hand, in the brushed view,
i.e., where the brush is located, the user must take care of controlling the anchoring,
extent, and positioning of the brush. When the user moves the brush, he does so in a
targeted manner in order to observe the changes in the linked views, as exemplified in
Figure 1.2. However, the relations he observes are often challenging to comprehend at
first glance, which is why he has to repeat the brushing process several times in a row, for
example, by following the previous brush path as much as possible. Being in control over
the brushing operations is essential here, as it allows the user to select data subsets of
interest more efficiently, move the brush precisely, and, at the same time, makes it easier
for him to describe the brush and interpret the data selected by the brush. On the other
hand, once the user is aware of what he has done in the brushed window, he can dedicate
himself to the other side, i.e., to the linked views, where he must interpret the changes
resulting from his brushing operations. Thus, to take full advantage of the power of
the linking&brushing technique, the user must concentrate well on controlling the brush
and understanding the changes in the visualizations. Since visual analysis commonly
yields qualitative results, this further increases the user’s cognitive load, especially if
decisions have to be made on the fly, based on the user’s interpretations of interactive
visualizations.

This thesis helps users of linking&brushing in CMV, by supporting them both, on the
brushing side where the interaction with the data is happening and on the linking side
where the resulting changes are observed. In concrete, we provide new means that enable
precise control of the brushing operation for making brushes that can be easily described
and reproduced and we show additional information about the brushed data for an easier
and more quantitative understanding of the visualization results. Our goals match the
demands addressed by Kandogan et al. [KBHP14] in an interview with business analysts.
Below we briefly explain the nature of problems we solve with our work.

By its design, visual analysis predominantly yields qualitative results—based, for example,
on a continuous color map or detailed spatial encoding. The data to be explored and
analyzed, as well as analysis results, are primarily visualized, i.e., encoded, with a
combination of visual cues that are positioned, scaled, and colored according to the data
values. The main reason for mapping data to geometry and color is that humans are
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1.1. Motivation and Problem Statement

Figure 1.2: Illustration of a simple visual analysis using linking&brushing in CMV: The
task is to analyze the precipitation along the California coast. Three images (a, b, c) are
displayed for three different brush positions in the scatterplot, i.e., in the brushed view.
The direction of movement of the brush in the scatterplot is indicated by arrows so that
the reader can better follow the user’s intention (in reality, it is a continuous movement
of the brush). The user moves the brush in the brushed view and, knowing that he is
moving it from north to south along the coast, he observes changes in the amount of
precipitation that is displayed in two linked histograms.

highly visual. In carefully designed visualizations, humans can quickly recognize patterns
and make visual comparisons of graphically presented data [Wil96]. An example how
visual cues can quickly convey important messages about the visualized data is given in
Figure 1.1. Histograms rely on the height of the bins to encode the number of data items
belonging to a particular bin. The entire range in which the temperature fluctuated
throughout the year is divided into 16 sub-ranges, i.e., bins, and the higher the bin, the
more data there is in that bin. Scatterplots make use of labels and positions of dots
in 2-D space to represent values for two different numeric variables. The scatterplot
on the right shows the geographic location of weather stations in a country and the
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1. Introduction

scatterplot on the left communicates the relationship between the elevation and the largest
measured temperature at different measuring stations in California. The qualitative
character of visual analytics is essential because it enables the combination of human
knowledge, intuition, and perception with the power of modern computers to support swift
visual analysis and the rapid discovery of knowledge from an increasing amount of data.
Although this “visual method of analysis” helps the user gain valuable knowledge quickly, it
provides only approximate readings from the resulting qualitative visualizations. However,
quantitative results are highly valued or necessary in many areas of science and real life,
for example, when deciding on a medical diagnosis. Therefore, additional quantitative
information would undoubtedly be helpful to many users performing interactive visual
analysis to better and more accurately interpret the brushes and data being brushed in
the linked views. Despite the clear need to improve the traditional visual analysis with
additional quantitative information about the brushed data, most modern visual analysis
tools do not have this capability and rely solely on providing qualitative insight. Even
when there is a possibility of presenting quantitative information, in most cases, it will
only be through a mere table that the user can activate on demand. Such a table usually
has a fixed number of columns and provides an overview of precomputed data attribute
values. Often it misses summary statistics and temporal evolution of a statistical value
calculated from the brushed data. Also, the use of the data table to provide dynamically
changing values can even distort the fluidity of the analysis as users may be forced to
frequently change their focus between the data table and views in which the data is
brushed or relations are observed. It is, therefore, an additional requirement to display
the desired quantitative value in a better-positioned place, i.e., as close as possible to the
data it describes. An example uses quantitative overlays within the observed visualization
itself so that the user has the necessary information at hand without additional cognitive
effort.

Interactive visual data analysis also suffers from a major weakness in terms of not
being sufficiently reproducible. Supporting reproducibility of the results is an important
condition for the widespread acceptance of visual analytics as a standard method for data
exploration and data analysis. So far, the problem of reproducibility has been discussed
more in other areas of science than in the visualization community [FF20]. The need for
reproducibility of results is expressed everywhere—it is often said that science advances
through corroboration, which means that it is of great importance that researchers can
reproduce or verify other people’s results. However, depending on the situation, different
users may have different requirements for the reproducibility of the results. One can
require resources that allow the reproducibility of the entire analytical process, while
at the same time, the other may want to repeat only a specific part of the analysis,
or the most recent step of the analysis such as the last-performed brushing operation.
As explained briefly above, brushing is a standard technique in many IVA contexts for
highlighting, selecting, or deleting a subset of data items of interest, and solving an
analytical task using IVA will almost certainly involve at least one brushing operation
that the user performs to complete various actions on the visualized data. The basic
brushing process involves the following operations: creating a new brush, resizing it, and
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1.1. Motivation and Problem Statement

moving the brush around the visualization to select new data items. At first glance, it
seems that the user can easily reproduce these basic brushing operations. But it can be
very difficult or almost impossible due to, for example, the high resolution of modern
screens and the fact that the user mainly uses the freely controlled mouse to carry out
the brushing process. Even minor variations in brush placement can change the subset of
brush data, as shown in Figure 1.3. This can lead to a significant change of related results
in the linked views. There is need for efficient brushing mechanisms that provide users of
visual analysis systems an advanced control over brushing operations, including means
for repeating brushing operations or reproducing the brushing results. A typical example
where reproducibility is required is repeating the brushing process after the results have
been saved in a report or as shared laboratory notes. A note could consist of the following
information: “Dear colleague, after selecting 10% of the lowest values of dimension X in
the left scatterplot (please see the attached image), I discovered in the right scatterplot in
the third quartile of dimension Y an unexpected horizontally-elongated cluster with the
center value at (0.705, 1.980). Please repeat my analysis tomorrow and let me know if the
cluster changes after the data file is automatically updated with new values overnight.”
To the best of our knowledge, the “simple” analysis described above can not be easily
reproduced with little time and effort, for example, with a few clicks of the mouse and
using commonly available tools for visual analysis.

Additional problem we aim to solve is that when performing a very useful analysis based
on rank, IVA users cannot meet their needs due to the lack of tools that support such an
analysis. Note that there is a difference between brushing, for example, a 10% interval
on an axis (which is a value-based analysis), and 10% of all data items shown (which is a
rank-based analysis). In both cases, the user wants 10%, but the difference is whether to
select all data items that correspond to a particular range of values or select a certain
number of data items. IVA tools support value-based analysis per default. IVA uses
human perception as a high-speed filter, trained to work well with a numerical scale on an
axis. Users are able to do value-based analysis fairly accurately in standard visualizations
such as a scatterplot without the need to apply or create additional filters. However,
customized implementations are required to support a rank-based analysis. Including
both possibilities by default will potentially help users to increase the extraction of
insights from the analyzed data.

Users also need help to brush specific structures in a scatterplot that are elongated or
have an angular orientation. With traditional brushing the brush has a precise interval
defined by the user, i.e., an exact specification of the x-axis and y-axis intervals for the
brush extent is given. If the user is brushing, for example, with a rectangular brush in
a scatterplot, he knows precisely—mathematically—that he has brushed from x1 to x2
and from y1 to y2. However, if the brush would take into account the underlying data
distribution, it would help the user to save time and more quickly create new brushes
that select elongated structures.

To summarize, extensions to visual analysis, which enable reproducible and quantitative
results, may become key to further strengthen deployment of interactive visualizations in
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1. Introduction

Figure 1.3: An attempt to reproduce a circular brush in a scatter plot. The direct
manipulation takes place directly on the data display with a mouse as a pointing device.
Left: The brush is placed in the desired location to select a subset of data items. Items
near the border or at the border of the brush are shown enlarged. Right: The user has
created a new brush with the goal to select the same subset of data items. Top-Middle:
The outlines of the two brushes are shown. Blue color is used for the original brush
and green color is used for the reproduced brush. Due to the slight difference in the
placement of the brushes, the selected subset in the left scatterplot does not match the
selected subset in the right scatterplot. The reproduced brush selects an additional item
(shown in green), but two items (shown in blue) are no longer selected.

data analytics applications. Our idea is to introduce semi-structured brushing space and
extensions for the linked views that can help IVA users to more easily select data subsets
of interest, recreate their selections, and quantify them.

1.2 Methodological Approach
This thesis contributes to two important research questions in the context of interactive
visual analysis, namely how to enable the reproducibility of brushing results, and how
to deal with the lack of quantitative information in linked views. In general, the
reproducibility and interpretation of visual analysis results are two issues that are
treated separately in the visual analysis community. However, both issues are critical to
linking&brushing in CMV, and therefore, we address them together in this work.

First, we examine the literature on general reproducibility problems in visual analytics to
gain insight into problems associated with reproducibility related to brushing techniques.
This is an insufficiently researched topic and decided to contribute here. The problem of
difficult reproducibility of results from brushing in interactive visualizations is mainly
related to the impossibility of precisely controlling the brush by hand. One feasible
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1.2. Methodological Approach

solution to this problem is to introduce the facility that enables precise control of the
anchoring, extent, and movement of the brush. This idea led us to the concept of a
semi-structured brushing space, which proved general enough to be applied to a number
of existing brushing techniques and visualization types.

We also examined the relevant literature on the interpretability of interactive visual
analysis results and found this to be a hot topic nowadays. Most of the research only
considers the qualitative aspect of visual analysis, despite the fact that many analysts
demand quantitative information on top of the already useful qualitative information.
This is reported by Kandogan et al. [KBHP14] based on 34 in-depth interviews in the
context of business intelligence. We looked further and found that some older works
from the nineties had already conducted some research to include quantitative values in
the visual analysis [HBC+91]. Then we decided to revise and incorporate some of these
long-ago suggested techniques into current state-of-the-art interactive visualizations.

We could not cover every visualization type—the number of existing interactive visual-
izations is enormous, and new ones are frequently emerging. Therefore, we decided to
consider the two very commonly used ones: a 2-D scatterplot and a parallel coordinates
plot. Both plots have a long history of utilizing brushing techniques [BC87, RLA+19] and
are usually used to convey new ideas. In both views, we experiment with quantitative
overlays and propose suggestions to improve quantitative readings.

Furthermore, current brushing techniques implemented in a scatterplot, such as a rect-
angular brush, do not provide an easy way to for selecting data items belonging to
elongated and angled structures. To support this, we introduce the Mahalanobis brush
for a scatterplot that is based on the Mahalanobis distance [Mah36]. The Mahalanobis
brush considers the underlying data and changes its shape automatically to capture
coherent structures.

Taking into account the underlying data distribution opens up new brushing options. We
also experiment with brushing opportunities that enable a rank-based analysis in addition
to a standard value-based analysis. To support both analysis variants, we expand the
standard brushing possibilities by introducing new percentile brushes, which select a
certain number of items specified by the user. We implement the rectangular percentile
brush and the circular percentile brush in a scatterplot. In parallel coordinate plots, we
added a one-dimensional percentile brush.

Moreover, in addition to adding quantitative values, which support decision-making, we
developed a new qualitative visualization technique that makes it easier and quicker for
the user to understand the relative changes in linked views resulting from a selection
change in a brushed view. We call the new visualization a relative difference plot. As
the name suggests, relative changes are emphasized on top of absolute deviations, e.g., a
change of the center and the spread of a selected subset.

All research and development of the techniques presented in this thesis has been carried
out in ComVis [MFGH08], an interactive visual analysis application that was developed at
the VRVis research center in Vienna [VRV]. The key feature for choosing ComVis is the
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ability to quickly develop new interaction and visualization techniques and incorporate
them into a system of coordinated and multiple views. The complete development was
performed in accordance with the basic principles of interactive visual analysis, with
particular attention being paid to the sustainability of the fluid interaction between the
user and a visualization system.

To ensure the proposed techniques meet the interactive visual analysis requirements
for working with multidimensional data, we use one of the often cited data sets during
research and development, i.e., the California meteorological data [NOA14]. This data set
contains numerical and categorical data and includes several weather measurements, such
as precipitation and temperature values recorded at 300 weather stations in California,
including their geographic location and elevation. Our decision to use meteorological
data is based on the fact that readers from different backgrounds can easily interpret it
and devote their full attention to understanding the techniques described here. In terms
of used data types, we decide to focus on numerical data only because visual analytics
deals with such data more often than with categorical data. Users typically want to see
different statistical measurements such as mean, median, and midrange, and these can
be quickly calculated from numerical values. We follow the agile software development
principle since we intend to integrate a comprehensive set of techniques into the ComVis
tool. After developing and integrating the core concepts, we conducted a demonstration
to gather user feedback, which we utilize to determine the need for improvements in the
design. The final demonstration was scheduled upon the completion of the work, after
all implementations had been finished. Here we use a different dataset in order to cover
the aspect of generalization as well.

1.3 Contribution

As we strive to analyze larger and larger amounts of complex and multidimensional, often
heterogeneous, data, interactive visual exploration and analysis becomes increasingly
important and remains an ongoing research topic. This thesis introduces a set of
relatively simple but effective and efficient extensions to IVA, where an overview is
shown in Figure 1.4. They contribute to solving the two practical problems explained in
Section 1.1. The contributions can be summarized as follows: we

• show how to improve the reproducibility of results from brushing by introducing
the concept of a semi-structured brushing space. It is based on controlling the
anchoring, the extent, and the movement of the brush. The proposed concept does
not violate the existing control freedom of the user over the brushing operation.
Instead, it increases the possibilities for controlling the brush by only influencing
certain aspects of the brushing operation that the user has intentionally constrained.
The intention is to help himself to control/interpret the brushing actions better
and reproduce the results of these actions later more easily,

10



1.4. Outline of the Thesis

Figure 1.4: An overview of new extensions for IVA that were presented in this thesis.

• introduce two novel brushing techniques: the percentile brush (based on statistics)
and the Mahalanobis brush (considering the underlying data distribution),

• provide new ways for rank-based analysis. This analytical approach is supported
by newly introduced percentile brushing techniques, as well as by structuring the
brushing space using a percentile grid,

• propose animated brushing as another approach to aid reproducibility and inter-
pretation of the linked views,

• present different overlays as a way to integrate quantitative results into visual
analytics on top of the more common qualitative results to support decision making,

• introduce the relative difference plot, a new way to support understanding data
changes in linked views. This plot emphasizes relative changes on top of absolute
deviations.

1.4 Outline of the Thesis

Chapter 2 provides scientific context and related work. The reader should start with
Section 2.1 if he is unfamiliar with visual data analysis. We give a historical
overview of information visualization and explain the value of visual analysis
for exploration and analysis of multidimensional data. Section 2.2 introduces
the basic concepts of interactive visual analysis, which are necessary to
comprehend the following chapters of the thesis. In Section 2.3 we discuss
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the state-of-the-art techniques concerning reproducibility and in Section 2.4
the quantitative interpretability of results from interactive visual analysis.

Chapter 3 proposes new solutions to the problem of brushing reproducibility. The model
of the brushing space is presented in Section 3.1. An example of a possible
solution for (partially) constrained brushing using snap-to-grid option is
given in Section 3.2. The percentile grid for a scatterplot is introduced in
Section 3.3, while Section 3.4 discusses snap-to-grid options for a parallel
coordinates plot. This chapter also discusses rank-based analysis and data-
aware brushing. As a concrete solution, the percentile brush is introduced in
Section 3.5, and the Mahalanobis brush in Section 3.6, respectively. Moreover,
the animated brush is proposed in Section 3.7 as another way to enable
support the reproducibility of results from brushing. This is an example of
(semi−)automatic brushing.

Chapter 4 presents further extensions, including the integration of descriptive statistics,
which enables a quantitative reading of linked views with focus+context
visualization. Section 4.1 explains the importance of providing statistical
values about the brushed data, and Section 4.2 shows how descriptive statistics
and traces from brushing can be used to help analyze data at different trace
position as a way to improve the data discovery process and reduce the time
to insight. Furthermore, the relative difference plot presented in Section 4.2
is as a novel way of describing the history of linked data statistic.

Chapter 5 demonstrates the usefulness of the new techniques for interactive analysis
of multidimensional data. A preliminary demonstration and feedback from
visual analysis experts are briefly described at the beginning of the chapter in
Section 5.1. Then in Section 5.2, details are given for the final demonstration
of the successful use of our new technology in the context of a study of
ensemble data from climatology. Section 5.3 briefly presents results from a
research paper that implements the techniques presented in this thesis.

Chapter 6 finally concludes the thesis by summarizing what we have learned and discusses
the advantages and disadvantages of the current approach and presents
selected ideas for future work.

Parts of this thesis are based on the publication: S. Radoš, R. Splechtna, K. Matković,
M. Ðuras, E. Gröller, H. Hauser: Towards Quantitative Visual Analytics with Structured
Brushing and Linked Statistics, Eurographics Conference on Visualization (EuroVis)
2016 [RSM+16].
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CHAPTER 2
Scientific Context and Related

Work

Today, our knowledge-based society strives for a complete datafication of our world.
The ability to produce, collect and store data is increasing faster than the ability to
analyze it. Various reasons lead to the need for a comprehensive analysis of data, for
example, to support the development of a cure for new diseases, as is currently the
case with COVID-19 [PNH+20]. The explosive growth in the amount of raw data
exacerbates challenges in various scientific disciplines, including visual analytics. As early
as 2006, Keim et al. [KMSZ06] recognized and discussed these problems. We still witness
remarkable efforts in researching tools and methods for data analysis that facilitate the
transformation of “big” data into valuable information. In this respect, interactive visual
analysis (IVA) is very useful. It is a sub-field of visual analytics specialized in analyzing
data with many different data dimensions and many data items. IVA advocates the
visual representation of data combined with means that allow people to interact with the
data. In the remainder of this chapter, we provide an overview of the scientific context
and related work in this field. In Section 2.1 we give an introduction to data visualization
and visual analysis that can help readers from other fields to more easily understand the
value of IVA. In Section 2.2 we give a summary of the interaction techniques used in IVA.
Section 2.3 discusses the research work on the reproducibility of analysis results. We
close this chapter with Section 2.4 which outlines the research toward more quantitative
visual analysis.

2.1 The Value of Visual Analysis
The term visualization is nowadays used in different contexts, and therefore it has been
defined many times with many different aims. One of the oldest definitions describes
visualization as the process of creating a mental image. Another one that applies well in
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the context of visual analysis says that visualization is the generation of images using a
computer for the purpose of understanding data. The most accepted definition, which
also fits the subject of this thesis, comes from Card, Mackinlay, and Schneiderman; they
describe visualization as the use of computer-supported, interactive, visual representations
of (abstract) data to amplify cognition [CMS99].

The advantage of visual analysis is that it transforms raw data into visible forms
by graphically presenting data, helping humans gain insights into the data. This is
possible because humans interpret visual information more efficiently than tabular data
(data conveyed in table form) and because we have enormous visual bandwidth and
unprecedented capabilities to quickly process what we see. Our visual sense constitutes
about 90% of our perception, and with our eyes, we are literally sampling the world
around us, including graphically presented data. Within the blink of an eye, a plethora of
aspects of our world are processed, and we make sense of what we see. For example, we
immediately can recognize how far away an object is that we want to take with our hand
or what is the size of objects in the spatial 3-D layout of our surroundings. Since we are
so much dependent on them, signals from the eyes travel ten times faster than signals
coming from the touch [Nø98]. Further, we learn new skills through consistent repetition
and practice, and thus we can become especially good at discovering meaningful patterns
in visualized data. For example, trained visual analysis experts are preattentively able, to
recognize similarities, deviations, trends, clusters and other patterns in visualizations. We
concentrate in this work on interactive visual analysis. It is a still underrepresented field,
which has recognized that visualization is such a powerful amplifier of human abilities and
that by providing the proper mechanisms for interacting and manipulating graphically
displayed data, it can offer users invaluable new ways to explore and analyze data.

2.1.1 Historical Examples
Since the dawn of humankind, humans have recognized and utilized the power of visual-
ization to communicate messages. Long before the advent of computers and graphical
displays, the visualization of information (on a medium such as paper) was used as an
eminently shareable form of information that was otherwise complex to describe. As
early as in the 15th century Leonardo da Vinci drew sketches of natural phenomena
that helped him conduct research more efficiently and communicate his discoveries to
others. His sketch of a free water jet is shown in Figure 2.3a and is one of the world’s first
flow visualization representations. However, it was only a few hundred years ago that
people had enough data at their disposal, for example, from economic trading, observing
weather changes, and war reports, and enough acquired statistical understanding to do
thorough data exploration and analysis.

The advancement in visual thinking and data visualization can be traced back to people
like Johann H. Lambert (1728−1777), William Playfair (1759−1823), Florence Nightingale
(1820 − 1910), and Charles Joseph Minard (1781 − 1870), to name a few. Rapid advances
in data visualization have accompanied the need to investigate sensible comparisons such
as the combination of different variables and their relationships. For example, during
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the Crimean War (1853 − 1856), Florence Nightingale, a nurse, and a statistics and data
visualization pioneer, realized that there could be a correlation between high soldier
mortality in hospitals and poor sanitation. Based on the collected data, she created a set
of remarkable and original diagrams (Figure 2.1b shows one of them) that revealed a
terrible picture. Many more soldiers died from diseases, occurring mainly due to poor
conditions in hospitals, than from the direct consequences of injuries in combat with the
enemy. With this visual evidence in hand, she convinced the Queen and the military
leadership of the need to develop better human care for the sick and wounded.

Another example comes from Charles Joseph Minard, who was an expert in showing
numerical data in the context of the spatiotemporal domain. His hand-made cartographic
maps convey carefully weighed and relevant information in an exciting and informative
way. One of his most famous works, shown in Figure 2.1c, communicates essential facts
related to the French army’s invasion of Russia in the war of 1812. Although this is
hand-made cartography, it includes a graphical representation of as many as six variables.
Minard paid the utmost attention to the visualization design to avoid clutter and highlight
important information. For this, he used different visual encodings, such as the thickness
of the band to show the size of the army at specific geographic positions during the
advance and retreat, different band colors to indicate a direction, with black color used
for the path of retreat, and a series of thin vertical gray lines to accentuate the low winter
temperatures during the retreat from Moscow. The lines intersect the path of the army
at specific positions and temperatures are displayed in the timeline graph on the bottom.
In addition, he provides comparisons, for example, we can see that Napoleon started the
invasion with 420 000 French soldiers. Only the remnants of the army came back, as
shown by the comparison given on the far left of the map, where the tan and black lines
intersect.

As many other beautiful examples demonstrate, a great data visualization design leads
to beautifully designed stories that can explain data in seconds. However, because of
the conflicting viewpoints about the importance of details in visualization designs, it
took a long path before the scientific community reached a consensus on the purpose
of visualization. Not so long ago, graphs created by statisticians were overloaded with
quantitative information, making such representations hardly understandable outside the
community. At the same time, graphs made for the masses, such as those in newspapers,
often refine or distort the facts using “pretty” visualizations with many distracting
elements that are not really relevant for information communication. Edward Tufte, a
veteran of visual thinking and analytical design, refers to these superfluous elements as
chartjunk [Tuf83]. There is also a comment by Ben Schneiderman on this, who says, “the
purpose of visualization should be insight, not images”. For a detailed overview on the
history of data visualization, see Tufte’s extensive work [Tuf] and the most recent book
on this subject by Friendly and Wainer [FW21].
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(a) The freehand drawing of the movement of
water behind a solid obstacle [dV].

(b) Diagram of the causes of mortality in the
British army during the Crimean War [Nig].

(c) The losses suffered by Napoleon’s army in the Russian campaign of 1812 [Min69].

Figure 2.1: Hand-drawn visualization examples. (a): During his research into natural
phenomena, Leonardo da Vinci (1452 − 1519) often drew sketches to help understand.
(b): Florence Nightingale (1820 − 1910) enhanced a polar-area diagram to show that
more soldiers died from disease (shown in blue) than from wounds (shown in red) during
the Crimean War. Black encodes all other causes of death. Time constitutes an intrinsic
function here, i.e., the diagram shows counts of deaths by month. (c): The cartography
created by Charles Joseph Minard (1781 − 1870) gives us more than simply visual
information; it communicates the narrative of the army’s casualties, from the gathering
point near Kaunas in modern-day Lithuania, towards Moscow and then back to home.
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2.1.2 From Data to Insight
We are immersed in a sea of (numerical) data, and humans depend on techniques that
can extend their reach and transform data into valuable insights to drive their businesses
forward. That is often a difficult challenge due to various circumstances, such as increased
complexity and variability of the data. For example, today in medicine, it is common
to have a high number of data sets concerning the same phenomena, with data coming
from different sources, such as a combination of anatomical, computed tomography,
and functional data. According to Reinsel et al. [RGR17], the amount of worldwide
available stored digital data will reach a total of 163 zettabytes by the year 2025, from
16.1 zettabytes in 2016. Gaining insights from the data starts with figuring out what
users want from their data. For example, if a fisherman has a full fishing net, he probably
wants to know how many kilograms of fish he caught in total, what is its volume so that
transport can be properly organized, how many fish he caught that are much heavier than
the average and that he could sell directly to a restaurant and so on. For a fisherman’s
simple analytical task, it is sufficient to calculate descriptive statistics related to the
catch using automatic analysis methods, and he can immediately use the quantitative
results to make data-driven decisions. Still, different users will have different needs, and
different data will require different techniques.

Back in 1977, John Tukey emphasized that visualization can “force us to notice what
we never expected to see” [Tuk77]. At the time Tukey said this, the prevailing opinion
among statisticians was that numerical calculations are accurate and sufficient, but
graphs are rough, meaning that they provide a visual, often simplified, and sometimes
approximate representation of data trends and patterns. Although the fact is that the
numbers are more precise or exact, data can contain hidden information that is not, or
cannot be, conveyed with numbers extracted from the data. We may need the help of
data visualizations in addition to doing statistical analysis, as explained below.

Francis Anscombe, who was one of the statisticians who saw the benefits of visualization,
argued that data visualization could be crucial for understanding the relationship between
variables. For demonstration, Anscombe constructed a well-known data set known as
Anscombe’s quartet [Ans73]. It comprises of four different synthetic data sets, each with
eleven (x,y) items, as shown in Table 2.1. All four data sets share nearly identical simple
descriptive statistics, as shown in Listing 2.1. There are undoubtedly additional statistics
that have been intentionally excluded in order to avoid indicating differences between
the data sets of Anscombe’s Quartet. One example is kurtosis, which measures the
deviation of a distribution’s shape from that of a normal distribution. Looking only at
the calculated numbers in Listing 2.1, it could be concluded that if they were visualized
with the x and y axes, the shape of points for all four data sets would look very similar.
Nevertheless, this is not the case, and Figure 2.2 reveals that the basic patterns of the
four data sets are very different in shape when visualized. There is another interesting
detail related to the graphical representation of the Anscombe’s Quartet. The graphs of
the data, if shown alone (see Figure 2.2), will not reveal that the four data sets have the
same basic statistical profile. Anscombe’s example clearly demonstrates that depending
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on the analytical task and the data itself, a mixture of computational and visualization
methods may be needed to understand the data.

Table 2.1: Anscombe’s Quartet.
I II III IV

X Y X Y X Y X Y
10.00 8.04 10.00 9.14 10.00 7.46 8.00 6.58
8.00 6.95 8.00 8.14 8.00 6.77 8.00 5.76

13.00 7.58 13.00 8.74 13.00 12.74 8.00 7.71
9.00 8.81 9.00 8.77 9.00 7.11 8.00 8.84

11.00 8.33 11.00 9.26 11.00 7.81 8.00 8.47
14.00 9.96 14.00 8.10 14.00 8.84 8.00 7.04
6.00 7.24 6.00 6.13 6.00 6.08 8.00 5.25
4.00 4.26 4.00 3.10 4.00 5.39 19.00 12.50

12.00 10.84 12.00 9.13 12.00 8.15 8.00 5.56
7.00 4.82 7.00 7.26 7.00 6.42 8.00 7.91
5.00 5.68 5.00 4.74 5.00 5.73 8.00 6.89

Listing 2.1: Statistical characteristics of Anscombe’s Quartet:

mean of the x values = 9.0

mean of the y values = 7.5

equation of the least-squared regression line is: y = 3 + 0.5x

sums of squared errors (about the mean) = 110.0

regression sums of squared errors = 27.5

residual sums of squared errors = 13.75

correlation coefficient = 0.82

2.1.3 Human Factor
By visualizing data, we paint a picture of the data conveying a clear idea of what the data
means mostly with the intention to tell a story, inspire action, or to better understand the
data. Data visualization, particularly the field of visual analysis, has become increasingly
popular in recent decades. One reason is that it greatly supports the extraction of insights
from data. Another reason for its high acceptance among different users is that visual
analysis is accessible to everyone. Most of us naturally possess the ability to decode
graphical data representation and think about it without requiring advanced knowledge
of, for example, statistical or automatic analysis techniques. In other words, thanks
to human visual perception which is jointly connected with thinking, visualized data
is relatively easy to grasp. Our eyes are not just an input mechanism, but often solve
problems through an appropriate visual representation. Often, to see a pattern is to
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Figure 2.2: Visualization of Anscombe’s Quartet [Ans73]. We perceive the data through
its visual representation, where we see the patterns.

understand the solution to the problem [War22]. Understanding of how human visual
perception works is of major importance for making better visualizations. The interplay
between human perception and visualization is discussed in great detail in the book
Information Visualization: Perception for Design [War22] by Colin Ware.

In the context of visual data analysis, data is usually presented to the user using
appropriate graphical elements on a computer screen to support encoding of visualizations
in our brain [CMS99]. That includes, for example, recognizing patterns, shapes, colors,
and other visual elements to extract meaning or insights from the visual representation.
For example, in Anscombe’s demonstration (see Figure 2.2), data items are visualized
using points as graphical elements in a scatterplot, where a dot represents a single data
item (x, y). Anscombe chose this type of plot because it is convenient to show relationships
between two numeric variables, unexpected data gaps, and outliers. The visual system
helps to immediately recognize that, for example, there is a simple linear relationship
between data points shown in the top-left scatterplot, and there is no correlation in the
bottom-right scatterplot.

The person who best recognized the power of visualization as a means to “see” what
data can convey beyond the results of automated analysis techniques was John Tukey.
Since 1977, he has passionately advocated a new approach to statistics called exploratory
data analysis [Tuk77]. He suggested a whole new set of ideas on the use of visualization
in data exploration, for example, PRIM-9 [FFT75] is the first program to use interactive,
dynamic graphics for viewing and dissecting multivariate data, encouraging developments
in a wide range of fields and areas such as mathematics, statistics, computing, and
informatics. All of this has led to the modern visual analysis of data that we know today.
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We mean the same throughout the remainder of this work when we speak of visual data
analysis and visual analysis. Nowadays, statistical plots, infographics, charts, and other
computer-supported data visualization methods are used in visual analysis, for example,
to help users explore data, identify their structures and find valuable inherent insights.
Regardless of the goal, visualization certainly has to be an engaging and memorable
experience so that it conveys a good amount of understanding of the data to the human
observer. As Eduard Tufte notes, eyes can make a remarkable number of distinctions
within a small area – it just has to be provoked to do so [Tuf83]. Tufte also found that
visual representations of data could be more precise and revealing than conventional
statistical computations [Tuf83]. Ben Shneiderman said that visualization even provides
answers to questions the user did not know he had [Shn]. However, as noted by Blei and
Smyth [BS17], it may be vital to include domain knowledge to fully understand, analyze,
and interpret actual phenomena with data. Moreover, Robert Kosara [Kos] comments
that visualization changes how data are understood and increases interest in data, thus
encouraging more and better data to be generated. Leonardo da Vinci was among the
pioneers in using visualization as a tool to understand natural phenomena. If, instead of
creating rudimentary sketches on paper, he had the opportunity to simulate the water
flow and observe the visualized results on the screen, as shown in Figure 2.3, his discovery
would have progressed much faster.

2.1.4 Choosing the right Visualization
Because the visual representation of data is essential in many scientific fields, many
visualization experts are concerned with creating guidelines that lead to clarity, precision,
and efficiency in visualizations. For example, Tamara Munzner [Mun14] formalized the
requirements for the analysis and the design of effective visualization methods in terms of
principles and design choices. In her other influential work on design methodology [Mun10],
Munzner presented a four-level nested model for visualization design and validation that
addresses both visualization researchers and visualization designers. At its highest level,
her model starts with the domain situation, then goes through the abstraction level
and the idiom level, all the way to the algorithm. The output from a level above is
input to the level below, so bringing attention to the design challenge that an upstream
error inevitably cascades to all downstream levels. In the book The Visual Display
of Quantitative Information [Tuf83], Tufte discusses the theory behind visualization
methods, points out bad practices, and gives design guidelines. One such guideline is
Tufte’s famous “data-ink ratio” which states that the largest share of ink on a graphic
should present data information. Accordingly, non-data-ink is the ink that does not
convey data-information but is used, for example, for scales, labels, background, and
edges. In his book, Tufte clarifies how visualizations shape and many times distort—for
example, through intentionally or unintentionally inserted lie factors—our understanding
of the depicted information. As Mayr et al. [MHSW19] note, in order to increase the
user’s perception of trust in the visualization, one should increase the trustworthiness of
the visualization by including all relevant information. Matthew O. Ward also warned
that misinterpretation of the data due to an inadvertent data distortion is often a problem
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(a) (b)

Figure 2.3: The movement of water past a solid obstacle. (a): a hand-drawn sketch by
Leonardo da Vinci. (b): a computer-aided importance-driven visualization by Bürger et
al. [BKKW08]. The explicative visual description of the flow at different levels of detail
was created in two steps. First, streamlines were drawn to indicate areas of turbulent
flow where local coherence is low. Second, glyphs were used to show regions of more
stable flow; both their size and orientation vary as the coherence value increases.

in designing effective visualizations [WGK15]. For example, 3-D should be used only for
representations of true 3-D data (e.g., volumetric data) and not as a third dimension
of depth in bar or pie charts where it does not add additional information but instead
creates distortions. The reader can find a collection of all kinds of bad design choices
in the book How Charts Lie by Alberto Cairo [Cai19]. The enormously varied nature
of data and users make it unavoidable to sometimes violate the guidelines, of course, if
doing so serves the purpose of the intended information representation.

Using different techniques, visualization designers can ensure the inclusion of important
data attributes, such as space and time, within a visualization. This aids users in
comprehending complex data and drawing conclusions. The wide variety of available
visualization techniques for data reasoning can discourage a new user from using data
visualization. For example, the user works with univariate data, i.e., with just one
attribute (or data dimension). In this case, he is limited to specific types of charts in the
sense that he can only use charts that can display a single data dimension. Figure 1.1
shows an example of two bar charts, each visualizing a different dimension of the same
data set. However, if the user is working with multidimensional data, he also has a
multitude of charts available to choose from, but the question he asks himself is what
type of visualization is best to use. For example, he may know that a 2-D scatterplot is
the most commonly used visualization type in statistics to visualize two data attributes
in a single plot. However, the question remains whether the scatterplot is the right
plot to convey the message about his data at hand. The visualization community has
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Figure 2.4: Chart Chooser [Abe13]. An example of a diagram that helps decide which
charts are better suited for given data and problem.

recognized this problem and has addressed it through many projects and books focused
on explaining charts and helping the user define which chart to use for a specific task and
data. Cleveland’s book Visualizing Data [Cle93], and Wilkinson’s book The Grammar of
Graphics (Statistics and Computing) [Wil05] are good references for getting familiar with
all kinds of visualization methods and the fundamentals of how data and graphics connect.
In her book Visualization Analysis and Design [Mun14], Tamara Munzner consolidated
and refined existing concepts and terminology in visualization and associated common
data types and user requirements with well-known visualization methods. Also, there are
several great sources on the web that can help the user find the proper data visualization
method for his data, such as Data Visualization Catalogue [Cat] and From Data to
Viz [tV]. Another practical example is the “Chart Chooser” displayed in Figure 2.4
which first asks the user to decide on what he wants to show, whether it is comparisons,
distributions, compositions, or relationships in the data, and then it shows the appropriate
chart based on data attributes. However, picking from a set of pre-designed charts does
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not provide flexibility. Pre-built charts, such as simple scatterplots and bar charts, are
great when they meet users’ needs. Many users, including researchers, analysts, and
journalists, require additional customization of their chars to communicate, not just data
values but also the context and intention. Users good at programming can relatively
easily—using some charting library, like plotly [plo], bokeh [bok], or D3 [BOH11]—design
carefully constructed and highly customized visualizations. For those who are not
too willing to learn how to write code, there are some excellent environments with a
focus on interactive authoring and design flexibility that support all users in quickly
designing custom visualizations. Examples include Lyra [SH14], ECharts [LMS+18], and
Charticulator [RLB19] that even works as an app for Power BI [pb]. For a more complete
list, see the survey by Mei et al. [MMWC18].

Moreover, due to the falling prices of immersive technologies, we are witnessing an
increased use of 3-D visualizations, especially those displayed on head-mounted displays.
These new technologies allow users to immerse themselves into their data and interact
with them using humans’ visual and haptic perceptions. A recent overview of existing
literature regarding visualization in virtual reality, reports extensive research efforts in
developing immersive visualizations for various problem domains. However, there have
been insufficient efforts to build a theoretical background and explore new methods of
interaction beyond those provided by controllers [KS22]. Although 3-D visualizations
and accompanying technologies bring challenges, they also open a promising new field of
opportunities for different domains. For example, see the work by Traxler et al. [THC19]
that enables data-driven navigation in 3-D for immersive tunnel monitoring.

To explain the proposed ideas in our work, we decided to augment parallel coordinates
plots and scatterplots. Therefore, the following two sections provide the reader with a
brief introduction to these two plots.

2.1.5 Scatterplot
A scatterplot is a commonly used plot in visualization research for conveying new ideas.
The reason is probably because both experienced and novice users can easily decode and
quickly understand the data items, which are commonly encoded as scattered points and
displayed using a Cartesian coordinate system. A scatterplot uses two data axes, one
horizontal (x-axis) and one vertical (y-axis), to represent two selected data variables.
Each item in a scatterplot is represented by a 2-D point, or some other marker such
as thumbnail or glyph, depending on its x- and y-axis values. A 2-D position is one
of the preattentive attributes that humans perceive quantitatively by a high degree
of precision, and scatterplots rely on this fact. A viewer can relatively easily and
accurately using perceptual judgment compare quantitative values, judge various types of
correlations between the used data, and do trend analysis, hence the frequent availability
of scatterplots in visual analysis applications. For instance, the statistical technique of
regression uses scatterplots to visually determine linearity. Linearity is one of the essential
assumptions about data sets. Additionally, it is valuable for identifying data quality
issues that may influence the precision of trained machine learning models. Scatterplots
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are also effective for providing overviews and characterizing distributions. This plot is
especially known in the interactive visualization community, which has contributed to
many interaction techniques developed for scatterplots. The state-of-the-art interaction
techniques are discussed in Section 2.2).

We have already presented two examples of scatterplots with different datasets. Figure 1.1
displays weather data, while Figure 2.2 depicts Anscombe’s Quartet. The scatterplot
on the left in Figure 1.1 shows a rectangular brush, the most commonly implemented
brushing technique in a scatterplot. The rectangular brush demarcates intervals on the
two axes, and it does not change its size or shape when moved. Knowing the range
of values on both axes selected by the brush rectangle makes it easier for the user to
understand the data points selected by the brush quantitatively. However, a brush whose
shape follows the coordinate axes’ orientation is not always beneficial. For instance,
consider a scenario where the orientation of the elongated group of points does not align
with the coordinate axes. In this case, the user might encounter difficulty—by using
the above described rectangular brush—in exclusively selecting the points within the
elongated and rotated cluster, i.e., without including other unwanted points in the brush’s
rectangle. In this thesis, we introduce data-aware brushing for scatterplots, i.,e, a brush
that automatically changes its shape based on the underlying data structure, thus helping
users to make more accurate selections.

2.1.6 Parallel Coordinates Plot
The parallel coordinates plot is one of the few plots that can effectively visualize up
to a dozen dimensions of data. Although they have been well studied for many years
already [Ins85, ID90, Ins09], and researchers and analysts often use parallel coordinates in
information visualization, this plot is still less known among average users and rarely seen
in presentations and newspapers. Because parallel coordinates do not need additional data
transformations for showing the data, they are intuitive and easy to understand [SR06].

The axes of parallel coordinates are typically positioned vertically and equally spaced,
hence the name of the parallel coordinates plot. Each axis in the parallel coordinates
represents one data dimension. Figure 2.5 explains the idea behind the visualization
design of the parallel coordinates plot, which is quite simple. As an example, we want to
visualize five columns from the data table (a) that consist of 16 columns and 303 rows
(selected columns are highlighted with a blue rectangle). The table in (b) displays only
columns selected for visualization. The values in the raw data columns are usually not
sorted, but for a better representation and a visual understanding of the correlations
between different data dimensions, we will sort the columns as shown in (c) and then map
them to the axes of the parallel coordinates. Because the columns are sorted, the lowest
values appear at the bottom and the highest values at the top of each axis. Depending on
the data values in a particular column, each axis can show a different range. Assuming
that each row in the data table is one data object and the columns are different attributes
(data dimensions) of that object, parallel coordinates will allow us to visually compare
different attributes of one object or visually compare different attributes for multiple
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objects simultaneously. For visualization, each object in the data set is mapped as a
series of points, one per parallel coordinate axis, and polylines are drawn that intersect
each axis to connect all data points. The position of each data point on an axis depends
on the value of that data point in the associated data dimension. Figure 2.5(d) shows the
final parallel coordinates plot. Data dimensions are assigned one-to-one to an equivalent
number of axes laid out in parallel.

The parallel coordinates plot can help users easily find the range of individual attributes,
outliers and clusters, and check for correlations between attributes. If the lines between
the two neighboring axes are mostly parallel, they are correlated. Negatively correlated
neighboring dimensions are characterized by lines crossing at a point between both axes.
Moreover, users can observe a multivariate profile of each data object and so characterize
data objects based on their multiple attributes simultaneously. However, understanding
multivariate complexity using parallel coordinates commonly takes some time, and
practice, especially if thousands of data (objects) items are displayed. Therefore, many
extensions are added to the basic implementation of parallel coordinates, such as effective
real-time dimension management and automatic clustering. Clustering techniques help
reduce the number of shown data items in the case of overplotting [PWR04]. A re-ordering
of axes allows users to arrange visualized data dimensions as they see fit—using additional
meta information and heuristics is one way to find a good ordering [BTK11, XS20]. For
a broader list of extensions, as well as their user-centered evaluation, see the survey by
Johansson and Forsell [JF16].

The viewer sees which points on different axes belong together; in other words, similar
objects are shown as having similar polylines. Additionally, we created a brush on the
AvgTemp data axis to specify an explicit focus. Brushed lines are highlighted in color,
while the rest is grayed out for context. Brushing could help us, for example, to easier
find a characteristic multivariate profile associated with a higher average temperature,
based on the other attributes shown. If the lines between the two neighboring axes are
mostly parallel, they are correlated as are some of the brushed lines in Figure 2.5(d)
between axes AvgTemp and MinTemp. We give an overview of brushing techniques for
parallel coordinates in Section 2.2.
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Figure 2.5: Parallel coordinates are used to visualize five out of 16 data dimensions of the
meteorological data set California [NOA14]. (a) Screenshot of a data table displaying the
complete data set (scaled down to fit in the view). (b) For visualization using parallel
coordinates, the user can select about a dozen of columns (data dimensions); in this case it
is five: Elevation, MinTemp, AvgTemp, MinPrec, and AvgPrec. All rows for the selected
columns are included in the selection. (c) The values of each selected data dimension are
automatically sorted before being mapped to the corresponding parallel coordinate axis.
(d) Parallel coordinates plot with a rectangular brush created for selecting AvgTemp.
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2.1.7 Coordinated Multiple Views
So far, we have emphasized how visualization can boost human visual performance,
allowing users to perceive data patterns more effectively. A single visualization is
sometimes just not enough to explain all the facets of the data, especially when dealing
with complex and multivariate data. Two main approaches to show more views at the
same time to the user are (1) juxtaposing them side by side and (2) superimposing the
views as layers on top of each other. In the following, we discuss option (1), which
integrates perfectly into the well-established concepts of interactive visual analysis (IVA).
We will use the term coordinated multiple views (CMV) for juxtaposed views that provide
interaction and are linked to each other. The following terms are also interchangeably
used for the same fundamental idea: linked views, multiple views, coordinated views,
and coupled views. Also, it is often the case in which when people mention dashboards,
they implicitly mean that they have a special implementation of coordinated multiple
views. Not all dashboards are interactive and linked and so do not fall into the CMV
category. Recent research work by Sarikaya et al. [SCB+19] addresses the question of
what dashboards are and how they are used.

The basic concept of CMV has developed rapidly from the initial idea implicit in
Brushing scatterplots (Becker and Cleveland [BC87]). This idea involves cross-referencing
corresponding data items in matrices of linked scatterplots. This development has evolved
into the more general CMV concept proposed by Roberts [Rob07]. It is based on the idea
that users understand their data better when interacting with the presented information
and viewing it through different representations. In CMV, various graphics panels are
appropriately linked, and selections of the data can be made in any of the linked views,
using the technique nowadays commonly called linking&brushing. Hearst describes
linking&brushing in CMV as “the connecting of two or more views of the same data,
such that a change to the representation in one view affects the representation in the
other views as well” [Hea99]. His definition is broad, given intentionally to emphasize one
of the advantages of the linking&brushing concept, and that is, there are no strict rules
regarding how to incorporate this technique into CMV, thus allowing for adaptation for
specific use cases. The concept of linking&brushing has become a prevalent technique for
data exploration and analysis and is key to IVA, as noted by Weber and Hauser [WH14].
Most research and commercial visualization tools, which support IVA, are centered around
linking&brushing in CMV; examples include ComVis [MFGH08], and Tableau [Tab20].
As observed by North and Shneiderman [NS97], the CMV paradigm provides a unification
of views and facilitates the recognition of previously hidden relationships within the
analyzed data. Figure 1.1 is an example of using four different views combined in the
CMV setup to help analyze weather data.

The widely known visual information seeking mantra [Shn96] introduced by Shneider-
mann outlines the most fundamental elements of interacting with the data shown in
visualizations: overview first, zoom and filter, then details-on-demand. Following Shnei-
dermann’s mantra, a CMV setup is often configured to show the overview first. However,
this is not the strict rule, and depending on the task at hand, the CMV setup can also be
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configured to start by exposing the most exciting details in the data. In any case, the idea
of using CMV is to help users develop a comprehensive (mental) image of the analyzed
data, especially if data relations are challenging to show in just one view. In this context,
the main goal of visualization designers is undoubtedly to involve the user in a more
profound analysis supported by the visualization of different data dimensions at once.
While the user interactively selects new features for iterative drill-down exploration, the
CMV system provides tight feedback in the form of computation/visualization updates.

With recent technological advances that have increased processor speeds and improved
the design of traditional displays and 3D displays, new emerging fields of data exploration
and analysis are opening up. Now, even large amounts of data can be successfully shown
using CMV at large displays for multiple users [LKD19], or using carefully designed CMV
visualizations on tablets [SS16], and even in mixed reality CMV environments [SKGM21,
RBR22]. In general, selecting the “right” method for data visualization depends, on the
one hand, on the data itself and, on the other hand, on the task that the user would like
to achieve. However, to cope with more significant volumes of data in less time and more
efficiently, it is often necessary to combine interactive visualizations used in CMV with
computational analysis techniques. This approach is characteristic of visual analytics,
which we briefly discuss below.

2.1.8 Visual Analytics

Research in visualization is primarily driven by users’ needs, i.e., aimed at solving specific
problems, which users have when working with data. That is also how a prominent
research discipline, visual analytics, started at the beginning of this millennium. It resulted
from the need for new ways of solving certain problems whose sizes and complexities
required a close connection between the human analyst and analytical methods. Data
that visual analytics deal with are characterized by more than just the standard three
attributes: volume, velocity, and variety. It also takes into account attributes like veracity,
which characterizes the noise in data, and value, which offers insights into the associated
costs and benefits. For a deeper exploration of the attributes of big data, please refer to
the work by Kitchin and McArdle [KM16]. Because the sheer increase in the amount
and complexity of data, the knowledge or value we want to extract can get buried in
the data and is quite difficult to get to. Traditionally employed conventional methods
for data analysis, such as automatic analysis, work reliably for well-specified problems,
but are hardly effective enough to extract valuable information buried in complex and
big data [TLCV15]. Visual analytics aims at reducing the time needed for the analysis,
with the ultimate goal to discover knowledge and to make the right information available
at the right time [BSS+19]. In their seminal work, Keim et al. [KKEM10] investigated
challenges and opportunities concerning visual analytics research that lie ahead for several
specific communities, including medicine, physics, astronomy, data management, and
data mining. They concluded that visual analytics tools can help users to: synthesise
information and derive insight from massive, dynamic, ambiguous, and often conflicting
data; detect the expected and discover the unexpected; provide timely, defensible, and
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understandable assessments; and communicate assessment effectively for action.

Although visual analytics has gained wide popularity due to its ability to solve challenging
problems, its techniques are effective and efficient in various daily work processes. Visual
analytics is used, for example, in the analysis of complex physical systems [MGH18],
neurobiological data [GSF+19], public transportation [SDE+16], climate research and
natural disaster management [CBKK+19, VSOC21], making statistical models more
accessible for domain experts [M1̈8], and collecting and analyzing personal data [HTA+15,
MGWM21]. All the examples demonstrate that to make the best possible use of massive

Figure 2.6: A process-oriented view of visual analytics [KKEM10] is characterized through
interaction between data, visualizations, models about the data, and the users in order
to synthesize knowledge from data.

data and information computed, acquired, and stored by modern analytical systems,
it is increasingly imperative to actively involve human intelligence in visual analytics
processes. The term visual analytics was coined by Thomas and Cook in the research
and development agenda Illuminating the Path [TC05], where they also defined visual
analytics as the science of analytical reasoning facilitated by interactive visual interfaces.
As Keim et al. [KMS+08] explain, visual analytics tightly integrates computational tools,
visualizations, and interactive methods to utilize the visual perception and analysis
capabilities of the user. The book Mastering the Information Age: Solving Problems with
Visual Analytics [KKEM10] discusses the role and importance of including the user in
visual analytics processes. Moreover, the authors of the book emphasize the vital role of a
feedback loop (see Figure 2.6) that makes it possible for the user to continuously refine his
findings at different stages of an analytical process. Visual analytics, a multidisciplinary
field, owes its agility and rapid progress to the integration of techniques from diverse
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research areas. Bringing various areas together has a positive impact because progress
in one promptly stimulates and extends progress in another. Advances in any of these
areas directly increase the power of visual analytics. In terms of interaction methods,
visual analytics not only discusses interactions with graphical elements that represent
data but also more profound concepts about interacting with data itself, which are very
much needed in analytical processes. For this master thesis, the most relevant parts of
the visual analytics process are the visualization stage and interaction methods. The
visualization stage serves as the medium, and the interaction methods means to involve
the users’ judgment in the process. In fact, when we support data visualization with
techniques that allow the user to interact directly with the displayed data, we realize one
of the most successful visual analytics concepts, namely, interactive visual analysis. We
delve into this concept in the following section.

Figure 2.7: Classical visualization pipeline [HM] annotated by Reina et al. [RCM+20] to
display examples of influences from other disciplines at its different stages.

2.2 Interactive Visual Analysis
An important milestone in interactive visual analysis (IVA) was created by McCormick
et al. [MDB87] in 1987, who emphasized the fundamental importance of graphical
representations and interactive manipulations in science and technology. Instead of
dealing with a great quantity of numbers, the analyst should be able to perform an action
on the graphically represented data through dynamic graphical methods, by utilizing the
great bandwidth of the human visual system for encoding visualizations. Cleveland and
McGill [CM88] also noted that for various analytical tasks, including exploratory data
analysis and process monitoring, providing interaction is one of the most important parts
of the design process, which brings us beyond the limitations of static visualizations. The
advantage is that users can modify their visualizations and then observe the changes to
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understand their data better, and gain potentially useful information hidden in the data.

Compared to modern visualizations, early interactive visualizations offered only the most
basic interactions, such as focus+context [Hau05] visualizations.This feature enables the
user to zoom in on specific regions or particular data subsets of interest, and zoom out
to view the entire dataset, providing both a detail and context overview, i.e., the big
picture. Nowadays, to assist users in addressing each emerging question, IVA enables
them to adjust what they see and how they see it. Users can control the stages of
the visualization pipeline, such as governing the generation of the visual representation
of data and filtering or manipulating data as needed to learn from its diverse aspects.
Figure 2.7 by Reina et al. [RCM+20] reveals the central role of interaction, it appears at
many places. Interaction enables the user to fine-tune a large number of parameters that
are usually left to be adjusted to steer the pipeline execution in the wanted direction.
Although the stages of the visualization pipeline shown in Figure 2.7 are presented as a
sequence, the IVA process is not sequential and is highly iterative. The work by Reina
et al. [RCM+20] is further interesting because it gives a comprehensive view on the
field of visualization research. It includes the discussion of identified main challenges
related to the production of novel visualization approaches, with a reflection on the user
experience and underestimated complexity of the ecosystem beyond the visualization
process. The authors comment that implementing new methods based on external
technologies, such as statistical modeling and deep learning, can open up promising
research avenues and inspire novel approaches to old problems [RCM+20]. For those
interested in fundamental components of the visualization process, from the data to the
human viewer, we recommend reading the updated edition of the well-known book by
Ward et al. [WGK21] titled Interactive Data Visualization: Foundations, Techniques,
and Applications. In the following, we summarize the previous research on interaction
techniques and give an overview of IVA technologies related to this master thesis.

2.2.1 Interaction Techniques
During the long time that interaction has been an integral part of data exploration and
analysis research, various visual analysis techniques have been presented to help analysts
amplify thoughts, specify their focus, and steer computations. In the early 1970s, John
Tukey’s team developed PRIM-9 [FFT75], one of the first systems for manipulating
multidimensional data. At that time, it facilitated direct interaction with graphical
elements on a computer graphics screen, accommodating up to nine dimensions. PRIM-9
offered a set of dynamic tools, such as isolation (a precursor to brushing), projection,
rotation, and masking. Using PRIM-9, users were allowed to manipulate the visualized
data, and the system would instantly adapt by displaying pertinent changes on the screen.
Focus on subsets of data items was possible that might otherwise be overlooked when
using computational methods alone. This presented an entirely novel experience for users
who were accustomed to static visualizations.

In the mid-1980s, when computers became more affordable and their power increased,
the field of visualization experienced a rapid development. Becker and Cleveland in

31



2. Scientific Context and Related Work

1987 [BC87] defined the term brushing. They used brushing as an interactive method for
highlighting, shadow highlighting, deleting, and labeling groups of data items in real-time
on a scatterplot matrix. A scatterplot matrix is a rectangular array of all pairwise
scatterplots of the variables, and they are linked together so that the effect of a brushing
operation appears simultaneously on all scatterplots. The concept of brushing in one view
and updating in other linked views later became known as linking&brushing, a general
approach to interactive visual exploration and analysis of multidimensional data using
coordinated and multiple views(CMV) [Rob07]. Linking&brushing supports, for example,
understanding of correlations across multiple data dimensions [BC87, BMMS91].

Brushing is an established technique and the first type of interaction considered when
designing an interactive visualization. It also serves as enabling mechanism for other
essential techniques in IVA, such as focus+context visualization [Fur86, CMS99, Hau05].
By definition of focus+context visualization, subsets of data items that are selected by
brushes are visually discriminated from their context, i.e., the rest of data items. That
can be achieved, for example, through the uneven allocation of graphic resources for
visualization, including space, opacity, and color. In combination with linking&brushing
in CMV, this results in a particular visual experience for the user. When the user initiates
a brushing operation in the brushed view to focus on specific data items of interest, two
things occur. First, the selected data subset is immediately brought into focus. This
might involve changing the color of the brushed data items. Meanwhile, all other data
items are designated as context. This might entail displaying them in a gray-scale style.
Second, linking is promptly established in all CMV views. This is done consistently, such
as using the same coloring across all the linked views. One example of linking&brushing
in CMV is already shown in Figure 1.1.

The basic principle of brushing involves interactively drawing a shape (a bounded region)
around interesting data items. For example, the circular brush is anchored in its center,
and it selects all data items inside as defined by the radius.Although many different
brush shapes for selecting a data subset of interest were proposed—including squares,
circles, and polygons, to name a few [BC87, CM88, War94]—visualizations typically
provide just one predefined shape, commonly a rectangle. The shape of the brush must
be carefully selected to comply with the visualization properties [Wil05].For instance, a
parallel coordinates plot mostly uses a rectangular shape for a brush placed over a single
axis. The brush can change its size only in one direction, i.e., along the axis. In a 2-D
scatterplot, both circular and rectangular brushes work well with two orthogonal axes,
but this is particularly true when the aspect ratio is 1. These brushes are very sensitive
to the aspect ratio, so the brush becomes stretched if only one side of the view is resized.
In such case, the user might find it challenging to understand the brush quantitatively.
In addition to the rectangular and circular brushes, many other brushing techniques have
been presented for a scatterplot and parallel coordinates, which we discuss below.

Some data analysis tools provide a simple square brush as a default, but allow the user to
alter corner vertices of the square to create a quadrilateral of a different shape and size.
Unique shapes are possible using the lasso brush, which originates from image editing
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tools, where the lasso tool provides a way to draw a bounded region of any shape and
size. This approach is very accurate—the user creates a unique brush by clicking and
dragging to draw a line directly below the current mouse position until the outline of
the desired shape is generated. The lasso brush has one major drawback in the IVA
context: it does not work fast. Designers of interaction techniques for IVA need to be
careful concerning the time the user needs to create a brush. The more the user focuses
on creating a brush, the more he deviates from the task he started. That is, he leaves
the flow of data analysis he started. According to Card et al. [CRM91], if the user has to
perform more than very few atomic interactions, like clicks, to create a brush, that may
interrupt the analysis process.

In general, analysis tools provide a predefined set of interaction techniques, and the
user is mostly left without possibilities to define their own actions in brushing and
linking interactions. One possible reason for customization could arise from the specific
requirement to make data selections in a way that isn’t supported by the default settings.
Also, it was found that users often desire to feel that they are in control over the system’s
actions [CMK+12]. One of the first attempts to help users create their own custom
settings in the context of brushing was made by Koytek et al. [KPV+18] who integrated
several linking&brushing techniques to create an interface called MyBrush. They aimed
to augment linking&brushing interactions by incorporating personal agency, which offers
users the flexibility to configure the source (what is being brushed), link (the expression
of the relationship between source and target), and target (what is revealed as related
to the source) of multiple brushes. The most significant drawbacks here are that the
configurability of MyBrush depends on the number of available techniques and that the
whole process is time-consuming. For example, the user is responsible for defining which
views are linked to the brush. Although these settings take much time, they ultimately
give the user the power to decide how and which linked views will highlight the selected
data.

Further notable variations of brushing techniques include: 1) smooth brushing [DH01]
for fuzzy selection of data items. This brush is useful for data dimensions with gradual
changes, which are often found in scientific simulations. 2) angular brushing [HLD02] that
works in parallel coordinates for emphasizing rational data-properties, i.e., features which
depend on two data dimensions, instead of one. 3) selective angular brushing [SGMS21]
that works in parallel coordinates for a single-click selecting of all lines that follow a
certain angle, starting from a point or range on an axis. 4) line brushing [KMG+06]
in curve view that provide a fast way, for example, to exclude outliers in a family of
function graphs. 5) N-dimensional brushing [War94] that enables creation of brushes of
the same dimensionality as the attribute space. 6) sketch-based brushing [FH18] that
works in a scatterplot and enables the user to effectively select specific data subsets, even
when their geometric delimination is non-trivial.

The concept of composite brushes is also very useful [MW95]. It allows for configuring a
composite brush which includes more that one brush. The user applies logical operations
and expressions, including AND, OR, XOR, and NOT. If we use CMVs to assemble a
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complex brush, we are not limited to brushes within a single view, but we can create
additional brushes in any linked view, and so we can create very complex queries.

Doleisch et al. [DGH03] introduced a feature definition language for the specification
of multidimensional and/or complex features, using logical combinations of brushes
in CMVs. Splechtna et al. [SBG+18] introduced cross-table linking and brushing for
interactive visual analysis of multiple tabular data sets without a unique key. Their
approach is based on establishing single-directional or multi-directional data table links
and an implicit brush that has no explicit visual representation but still acts as a regular
brush in the sense that the selected items are highlighted in all linked views. A specially
designed user interface is required to keep track of brushes, links, and back-links, i.e., the
inverse mappings used to determine the refined brush in the original data set.

Brushing with the support of machine learning has recently become more popular. We
have already mentioned sketch-based brushing [FH18], which also exploits a convolu-
tional neural network (CNN) for estimating the intended data selection from a fast and
simple click-and-drag interaction and the data distribution in the visualization. Another
interesting approach is demonstrated by Gadhave et al. [GGC+21], which, instead of
creating data-aware selections, actually algorithmically derives the underlying pattern of
a selection. The algorithm aims to determine the common characteristics that group the
items within a selection together, as well as what distinguishes them from other data
points.

Konyha et al. [KLM+12] found that IVA has different levels of complexity. At its basic
level, IVA builds on the combination of different views and provides only one brush in
a view for interactively selecting data items. Users are allowed to adjust their brush
interactively, for example, to move and resize the brush, as needed to select what they find
interesting. The second IVA level allows for complex, composite brushes. A composite
brush is built using various logical combination schemes and it can consist of multiple
brushes created in different views. At this level, the user is provided even more freedom in
the sense that he can iteratively start a deeper information drill-down to answer complex
questions about the data. At its third level, IVA combines complex interaction and
general information extraction mechanisms. There exist two (partially complementary)
approaches to extract deeply hidden implicit information from complex data sets: (i)
first derivation of additional attribute(s) and then visualization and brushing, and (ii)
usage of an advanced brush to select “hidden” relations in the data. The distinction
lies in that approach (i) employs a simple brush on complex data, whereas approach
(ii) involves creating an advanced brush on simpler data. During approach (i), the user
needs to complete several steps during IVA. Since a simple brush is used, this approach
commonly requires more viewing space. For example, several views may be necessary,
as well as on-demand data computation, such as interactive attribute aggregation and
derivation. These processes can be facilitated for the user during IVA with the help of
advanced derivation dialogs [KLM+12]. The approach (ii) uses advanced brushing and
can provide the same insight from the data using just a single step and one view. However,
advanced brushes require complex interactions, and uninformed users must learn how
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to use such brushes for an effective IVA. Ward et al. [WGK15] provides an overview
on theory, techniques, and tools necessary to build systems involving the interactive
visualization of data.

Brushes techniques are commonly categorized into three groups, according to the space
in which the selection is performed: screen, data, and structure brushes [FWR00]. While
brushing in screen-space traditionally limits the shape of a brush to two dimensions,
brushing in data-space permits brushes with dimensionality greater than two. For
example, the N-dimensional brush [War94] provides insight into a spatial relationship
over N dimensions. The third group extends the brush metaphor to structures. Structural
relationships between data items, such as clusterings, orderings, and groupings, can be
considered by the brush [FWR00]. Brushing in structure-space is beneficial for data
sets with natural and imposed structures. The Mahalanobis brush, which we explain in
Section 3.6, is a new structure-based brushing technique.

Traditionally, brushing has been performed unconstrained, meaning that brushes can be
created anywhere in the view, and the analyst can move or resize them freely. In addition
to the free (unconstrained) brushing, and to support reproducibility, we introduce an
alternative brushing that we call constrained brushing. Also, we extend the range of
available interaction techniques in IVA by introducing two percentile brushes and the
Mahalanobis brush. We do this by following the concept of brushing through direct
manipulation of data items shown in a visualization. This is in line with the definition
of focus+context visualization [Hau05], which describes brushing as an explicit, on the
view focusing interaction.

2.3 Reproducibility within the Context of Visualization
Research

Reproducibility is one of the essential characteristics of science, and it is widely recognized
as a critical aspect of analytical ecosystems [Bak16]. By looking at things around us,
systems that have become or will soon become part of our daily lives, we recognize the
necessity towards technologies that demand reproducibility. A simple example is a fully-
automatic coffee machine, where reproducibility guarantees that the system provides a
reliable response, making a coffee of the same good taste we used to get every time we use
it. Reaching a consensus on what reproducibility means is very important. The American
National Academies of Sciences, Engineering, and Medicine (NASEM) has recently
released the report named “Reproducibility and Replicability in Science” [oSEM19],
which defines the terms reproducibility and replicability as applied to scientific and
engineering research. According to the NASEM report, reproducibility means obtaining
consistent computational results using the same input data, computational steps, methods,
and conditions of analysis. Replicability is explained as obtaining consistent measurements
or results using new data, methods, and/or conditions in a study aimed at the same or
similar scientific questions.
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It is not always possible to achieve complete reproducibility, for example, due to sensitive
data that cannot be shared. Therefore, it is advisable to communicate such constraints,
for example through the use of models such as PRIMAD [FFR16] that provides several
pre-defined variables used to describe which aspects of the experiment can be changed
while still attaining reproducible results.

The reproducibility challenges faced by the visualization community are recently discussed
by Fekete and Freire [FF20]. The authors outline a set of recommendations for the different
types of visualization research domains based on the findings and recommendations of
the NASEM report and the research on this topic from the “EuroVis Workshop on
Reproducibility, Verification, and Validation in Visualization” [Eur]. Also, it confirms
our view on the need for reproducibility of brushing operations performed in interactive
visualization systems.

2.3.1 Provenance Tracking
In computational and data science, reproducibility and replicability problems are often
tackled by means of literate programming—Donald E. Knuth coined the term literate
programming in 1984 [Knu84]. It represents a programming paradigm that aims at
explaining the “how and why by any means necessary”, which includes writing clean
and readable code, adding markdown text, images/visualizations, equations, videos,
and links that describe what is being done at each step of the analysis. Literate
programming is supported by many computer programming environments, including
Jupyter Notebooks [Not], Observable [Obs], and R Markdown [RMa]. These environments
combine code and explanations, i.e., required aspects of literate programming, to support
storytelling and, more importantly, to assist others in reproducing a stored analysis. For
example, the LIGO open science center that detected gravitational waves in late 2015
has put some of their research results in a notebook form, together with all required data
files [LIG]. Other analysts around the globe can anytime replicate a signal processing
described in that notebook, and even do some additional analysis based on the previous
results. Creating a good notebook that is carefully curated and well narrated is a
time-consuming multistage process. Moreover, processes in interactive visual analysis
that involve the user’s interaction with the visualized data are often complex and require
many trial-and-error steps. They are very challenging to track and make reproducible
using standard environments that support literate programming.

Many frameworks designed for recording user interactions with visualizations have already
been introduced, such as EvalBench [AHR13] and GraphUnit [OJ15]. Most commonly,
the primary purpose of these frameworks is logging, for example, for conducting user
studies for better understanding of a user’s interaction with the visualization system, with
the aim to support or improve usability and performance of the system. The recorded
steps can be repeated, but not reproduced since they involve a variable that can not be
controlled, and that is human variability. An overview of the measures to account for
human variability in the context of reproducibility in visual analysis is given by Fekete
and Freire [FF20]. There is no general rule to record user interactions. The main concern
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in making a helpful history, for example, when interactions such as moving a brush in
visualization are included, is determining a reasonable granularity of changes that should
capture user’s intention. A direct approach for capturing a user’s interaction is logging
low-level information, including the keystrokes, the (x, y) positions of the mouse (as
used in [GL12]), and a mathematical description of a brush, such as the center point
and radius in the case of a circular brush. In most cases, only interactions at a higher
semantic level are saved that reflect a specific action defined by the visualization tool
itself. Such an approach was used by Battle and Heer [BH19] to identify repetitive
patterns across participants’ exploratory visual analysis using a popular visual analysis
tool named Tableau. They captured only high-level actions such as “shelf-add,” and
“shelf-remove,” which are Tableau-specific interaction elements. From a technical point
of view, it is possible to design tools that allow the interaction to be captured at any
level of detail, but there are many aspects to keep in mind, such as ensuring efficient
storage. For example, consider saving each interaction over long periods of time such as
storing mouse coordinates as a sequence by adding new information at every position
change, even if the user moves the mouse over parts of the plot where there is no data
under the mouse. This can lead to huge log files that support reproducibility, but are
not appropriate for a higher-level analysis. However, omitting details can lead to loss
of information—intermediate steps taken by the user can be vital to understanding his
intentions and decisions made along the way [GW09, NXW+16].

The visualization community is conducting significant research on history recording, better
known as provenance tracking, which is recognized as a vital feature of visualization
systems that, among other benefits, support collaboration and reproducibility [DF08,
KCD+09, Sta14, XOW+20]. The definition of provenance is “The place of origin or
earliest known history of something” [198]. In the context of visualization, provenance
tracking means a record or a log of everything that lead to the current visualization state.
It involves the automatic recording of methods, actions, and parameters used in different
stages of a tracked visualization process, such as during data collection, analysis, and
visualization. Recorded provenance is then often analyzed, for example, to understand a
user’s analysis behavior (to learn a model about the user) or to support sensemaking tasks
of the user. A recent survey by Xu et al. [XOW+20] explored works done on analysis of
user interactions and provenance data by structuring related work around three primary
questions: (1) WHY analyze provenance data, (2) WHAT provenance data to encode
and how to encode it, and (3) HOW to analyze provenance data. We refer to Ragan et
al.’s survey [RESC16] for a more complete picture of different perspectives of provenance
that are most relevant to the areas of visualization and data analysis.

Provenance tracking approaches are commonly divided into two groups [FKSS08]. The
first group aims at tracking provenance by recording the analysis process, while the
second group tracks provenance through an explicit workflow modeling system. The
former approach is also known as process-based and the latter one as workflow-based.
Both approaches have their advantages and shortcomings, which we will briefly explain
by taking the well known VisTrails [SFSA10] tool and the Trrack [CGL20] library as
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representatives of the two approaches.

VisTrails is an open-source scientific workflow management system (SWfMS) for data
analysis and visualization that follows the approach of capturing provenance through an
explicit workflow modeling system. For an overview of data-intensive SWfMSs see a survey
done by Liu et at. [LPVM15]. VisTrail and similar SWfMSs, such as Kepler [LAB+06],
and Taverna [OAF+04] facilitate scientific investigation and discovery by giving the user
the possibility to add new modules and link them into the pipeline appropriately as
needed. Reproducibility in VisTrails is supported by automatically keeping track of the
changes made during development, such as the refinements of a computation method
used or different visualization algorithms applied, and allowing the user to run preserved
workflows to reproduce the results. For performance reasons, VisTrails uses change-based
provenance, i.e., it captures only the actual actions the user employed to transform
the workflow. Also, this enables action recovery (undo/redo), and helps the user to
follow the evolution of a solution, visualized as a series of activities using a directed
acrylic graph (DAG), and to reproduce the steps (nodes of a DAG) used in building the
visualization pipeline. One of the disadvantages of VisTrails is that while it supports
collaboration through sharing workflows, it does not support real-time collaboration
between several users of the same workflow. A major challenge in supporting multiple
users working concurrently on the same workflow is providing consistency in the event of
conflicting concurrent operations. Mostaeen et al. [MRRS18] proposed a locking scheme
that supports locking workflow components at a granular level in addition to supporting
locks on a targeted part of the collaborative workflow. According to the authors, their
technique can reduce the average waiting time of a collaborator by up to 36.19% in
comparison to existing descendent modular level locking techniques. For an example see
work by Zhang et al. [ZKL14]. SWfMSs that implement an explicit workflow modeling
approach primarily focus on tracking and managing provenance information related to
the construction of complex visualizations. Although this provenance tracking approach
provides detailed provenance of exploratory computational tasks to simplify the process
of exploring data through visualizations, to the best of our knowledge, current solutions
do not provide support for the reproducibility of a brushing operation itself.

Another popular approach to capture provenance data is process-based, i.e., it records
the analysis process as a sequence of actions in an interactive system. One advantage
of loosening the requirement for explicit workflow modeling and moving to build a
provenance graph by adding a new node in the graph for each recorded user action,
is easier integration into existing and future visualization systems. The system itself
must be state-based, e.g., it should keep track of the state of interaction). Examples
include reproducible tracking (Trrack) [CGL20], shareable interactive manipulation
provenance (SIMProv) [CCSK19], graphical histories by Heer et al. [HMSA08], and the
scripting-driven propagation system (CzSaw) [KCD+09]. Since Trrack is one of the latest
developments, we briefly discuss its characteristics.

Trrack is a web-based library for provenance-tracking in web-based visualizations. It
can help visualization system designers to easily incorporate a state-tracking mechanism
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that maintains changes made to the visualization, including configurations, filter settings,
and user selections/annotations. Trrack enables a recall of the analysis process by
visualizing the provenance information and the reproducibility of any of the recorded
states. The recordings represent persistent action, such as adding a plot or making a
brush). Developers must define a state that fully describes their application. Each user
ineraction that should be captured must be created and applied when a user interacts
with the visualization For faster switching between different states, especially between
actions that are distant from each other on the provenance graph, Trrack implements a
special model called the differential states storage model. As the authors of Trrack note,
due to the highly dynamic nature of the visual analysis, additional investigation is needed
to optimize strategies for storing states, primarily by finding the optimal frequency of
storing new states and deciding on ideal times to store states. The Trrack library was
used recently by Gadhave et al. [GGC+21] to implement a prototype system that uses
provenance data for detecting, predicting, and ranking pattern-based intents behind a
current selection in a scatterplot. A pattern-based intent is an intent of the user, for
example, to select a cluster or an outlier. Such a user reason to perform brushing can
be automatically captured and added to the provenance graph. This is in contrast to
domain-specific intents, for example, reasons for starting analysis, that are commonly
tracked by annotating them.

For demonstration, Gadhave et al. [GGC+21] implemented a set of selected methods
in a scatterplot that is useful for automatic completion and tracking the provenance of
pattern-based intents. Their approach supports recall and reproducibility by explicitly
tracking the intents and their constituting interactions. The system responds to any
change in a data selection by showing ranked predictions of patterns for a selection, for
example, after changing the extent of the brush. It is up to the analysts to capture their
pattern-based brushing intent by verifying a prediction.

In our work, we also consider different patterns and ranks that help users make meaningful
selections and/or data-driven decisions. In our approach, we propose to design a structured
brushing space that influences how users interact with the data by semi-constraining
the brushing operation itself. One of the advantages to use constrained brushes is that
they are fast. Users can easily understand what is selected with a constrained brush and
quantitatively interpret the selection. As our investigation of the state-of-the-art shows,
the visualization community is still researching strategies and methods for capturing and
preserving the provenance of bushing operations.

2.3.2 Animation supports Reproducibility
Given the range of concepts for which animation seems appropriate, its widespread use
in visualization was to be expected. Animations involve showing the viewer a series of
frames in a defined sequence. In addition to the benefits we outline below for visualization
research, the animation framework itself offers the capability to reproduce animated
frames. This inspired us to consider introducing the animated brushing, which in turn
supports the reproducibility of the brushing operation.
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As early as 1975, PRIM-9, one of the first interactive systems, was enhanced with
animations to simulate the automatic rotation of the visualized data around a selected
axis of rotation [TM87]. The new feature enabled the acquisition of additional insights
into the data by observing the animated changes in the visualized data that come in
response to a change in the observer’s point of view.

Animation is a well-known technique for enhancing (interactive) presentations. We
mentioned the well-known Gapminder Trendalyzer tool and one of the recently presented
examples of using this tool to summarize the progress of sustainable development goals of
the United Nations [Fou20]. Modern commercial visualization tools like Tableau [Tab20]
have also added support for animations in the visualization. Animated transitions can
reduce errors regarding the estimation of changes in the data [HR07], and support object
tracking and building mental maps of spatial information [BB99]. In the same work,
the authors also provide a taxonomy of animated-transition types and describe their
differences. Tableau implemented all the guidelines for animated transitions given in the
research paper [HR07]. Moreover, Tableu [Tab20] provides the following explanation as a
motivation for users to create animated charts: “Without animation, changing something
like a data filter causes scatterplot marks to suddenly jump to new locations. It’s hard to
pinpoint what changed or why, but a smooth animation connects the dots. It’s easier to
spot and understand changes, like when a specific mark becomes an outlier, when there’s
a sudden value spike or dip, or when data clusters appear. You can sense how bars grow,
shrink, or re-sort relative to each other or track an individual mark’s path”.

In a more recent work [KCH19], the design and evaluation of animated transitions
were investigated in the context of conveying aggregation operations in visualizations.
Study results indicate that judiciously staged animated transitions can improve subjects’
accuracy at identifying the aggregation performed. Another interesting recent study
investigated the effect of animated transitions on data sets with missing data. The
visualization of missing data is important [SS19], but the use of animation in this context
has not been thoroughly studied. Even static views that display only a single time
step, can be animated [LFW+20]. Wu et al. [WJXN16] used animated bars in their
study to investigate the perceptual accuracy for animated data visualizations, both for
presentations and as part of interactive applications. Animation is also very often used
in visualization research. It serves as a means to maintain insight about visualized data
during view and/or perspective changes. These changes can involve actions like hiding
and revealing structure, switching between detail view and overview, and zooming in and
out [SI08]. Animation is also employed if visual changes occur due to data manipulation
by users, for example, in cases of streaming data [HVF13], multidimensional data [EDF08],
dynamic networks [BPF14], and patient cohorts [RAM+11].

From the examples shown, it is evident that animation plays an important and a
supportive role in visualization. With the help of animation, we can incorporate temporal
information into different views, for example, to visualize how data changes over time. Or
we create transitions and transformations that make static visualizations more compelling
and effective. As various sources note, animation should be carefully utilized, as it is not
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always beneficial. The apprehension principle, a fundamental guideline in information
visualization and graphic design, states that graphics should be accurately perceived
and appropriately conceived. Tversky and Morrison [TMB02] found that too complex
or too fast animations can not be perceived accurately. Animations may violate the
apprehension principle of good graphics. The same authors note that animations are
suitable for conveying concepts of change, for example, for expressing processes such as
weather patterns or real-time reorientations in time and space.

Tversky and Morrison conclude that although animations may be less intuitive in convey-
ing complex systems, this aspect can be improved by adding interactivity. They found that
adding interactivity judiciously can solve many animation problems, stimulate interest,
and encourage users to explore visualizations. Other authors like Robertson [RFF+08],
also note that animation must be used with caution since it could lead to perceptual
errors and can slow down the analysis. As many data analysis cases to date have shown,
carefully designed animation supports visual analysis. The design guidelines for animated
visualizations are discussed by Danyel Fisher [Fis10]). Also, high-level languages are pro-
posed that enable users to specify the animations for data charts (see Kim et al. [KH21],
and Ge et al. [GZL+20]).

This thesis uses animation to ensure reproducibility of the brushing operation and to
improve the user’s understanding of the changes, associated with the brushing operation,
in the linked views.

2.4 Enhancing Qualitative Analysis with Quantitative
Information

Visualization pioneers recognized that humans process numbers serially, one by one,
and that the visual representation of these numbers accelerates perception, inquiry,
exploration, and understanding of the stories contained in the numbers. Hence the efforts
to research and improve the ways to qualitatively present data in visualizations. The
qualitative nature of the interactive visual analysis (IVA) results has been and still is one
of the main reasons for its success. More recently, as the dissemination and complexity
of the data to be analyzed has increased, visual analysis has begun to find applications
in entirely different fields, from virus research in microbiology to space exploration
in astronomy. In many application domains, such as business analysis and medicine,
conclusions must be drawn on the results from data analysis. Where exact numbers
and hard facts are needed, people refrain from drawing critical conclusions based on the
results of a qualitative analysis.

In order to support the application of interactive visual analysis in a variety of cases,
especially if decision-making is paramount, the visualization community needs to find
appropriate ways to enrich the qualitative visual analysis with additional quantitative
information. The first steps towards this goal have already been achieved, and we
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briefly review the work on improving the visual analysis through additional quantitative
representations.
Since Anscombe [Ans73] demonstrated the importance of graphical representation for
a better understanding of numerical values in raw data tables, his example has been
traditionally used to emphasize the advantage of graphical data visualization over tabular
data representations supported by basic summary statistics. Humans are not capable of
gaining insight into data relations just from looking at tables containing thousands of
numbers, and sometimes even dozens of numbers can be a challenge. Visualization alone,
like in Anscombe’s demonstration, is not enough to provide the correct understanding
of the statistical relationships between the four data sets he uses. By looking at the
four scatterplots shown in Figure 2.2, the viewer will probably need to think carefully
to understand that the basic statistical profile of all four data sets is very similar. For
example, the outlier point situated in the upper-right corner of the bottom-right scatterplot
is enough to produce a correlation coefficient of 0.82 between x and y—the other three
scatterplots also share the same correlation coefficient. This is a good example where we
can combine the analysis capabilities of the human user with the strengths of automatic
data analysis to speed up interactive data exploration and analysis. As descriptive
statistics offer valuable quantitative readings, in this case, the most straightforward
solution to support the user’s comprehension of the visualized data is to display these
numbers overlaid on a scatterplot.
Graphical overlays are traditionally used to aid chart reading. They allow displaying
of, for example, summary statistics, such as the mean, median, and standard deviation.
Moreover, summarizations of the data are commonly used as representative information for
clusters in hierarchically organized large data sets [Shn92, FWR00]. Summary statistics,
when displayed to the user, can save the user from time-consuming cognitive loads during
the mental calculation of aggregated statistics from data [TT06]. In this regard, the user
can be further supported by displaying animated transitions that convey aggregation
operations in the visualization, for example, starting from a subset of data points in a
scatterplot and arriving at the resulting summary statistic value. For more details about
animated transitions see the work by Kim et al. [KCH19].
Traditionally, interactive visual analysis is centered around the linking&brushing tech-
nique, which is modeled as an interactive and iterative method to reveal insight into large
and complex data sets. If summary statistics are combined with brushing, it is helpful to
keep track of the calculated statistics. To avoid generating a visual clutter in the brushed
view, commonly, only the values for the current brush are displayed, and the past values
are either saved in a table or showed in another view [PCW89, MW95]. Other types of
overlays, such as reference structures, highlights, annotations, interactive overlays, and
layering, are discussed by Kong and Agrawala [KA12]. Our work contributes to reference
structures with various grid types that can be placed over one data axis or as a 2-D
overly in a scatterplot.
Instead of providig data statistics for all data, they can be calculated on demand. For
example, Haslett et al. [HBC+91] showed the average of the points that are currently
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selected by a brush. Kehrer et al. [KFH10] integrated statistical aggregates along selected,
independent data dimensions in a framework of coordinated, multiple views. Brushing
particular statistics, the analyst can investigate data characteristics such as trends and
outliers. Chen [Che03] showed how to enable analytical filtering through the addition of
the quantile range-filter for one variable to validate or filter data selections.

Our goal is to strengthen interactive visual analysis regarding the weaknesses mentioned
above, i.e., lack of reproducibility and quantitative results. To support the quantitative
analysis, in our work, we emphasize the importance of extensions that enable summaries
from the brushed data and presentation of summary statistics in the linked views in the
form of tables or overlays.
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CHAPTER 3
Reproducible Brushing

Reproducibility enables the verification of published findings and generally ensures that
we can build on previous knowledge and research results achieved by our colleagues or
ourselves. As discussed in Section 2.3, there is a growing number of studies related to
reproducibility in the context of visual analysis. With our work, we contribute to the
state-of-the-art by concentrating on interactive visual analysis (IVA), where we propose
several techniques to improve the reproducibility of the brushing operation.

This chapter is structured as follows: In Section 3.1, we introduce the Structured Brushing
Space and show two concrete implementation examples using the Snap-to-Grid option
for brushing in Section 3.2 and the Percentile Gridin Section 3.3. Grid extensions for a
parallel coordinates plot are discussed in Section 3.4. We then introduce two brushing
techniques which enable new ways for rank-based analysis. These are the Percentile Brush
in Section 3.5, and the Mahalanobis Brush in Section 3.6. Moreover, in Section 3.7, we
describe the animated brushing technique as a general way to support the reproducibility
of interactive visual analysis using various views and different brushing techniques.

3.1 Structured Brushing Space
Brushing is a well-known technique introduced many years ago [BC87] that users of IVA
know very well and use as their first choice for interacting with data. While it shines in
terms of support for flexible and fast data analysis, there are no established mechanisms
in place to help the user easily and quickly reproduce the results from the visual analysis,
not even the brushing results that the user has personally created. The lack of support
for reproducibility is a general problem in IVA. It is not related to a particular view or
brushing technique, although it is very likely that specific customizations depending on
the technique will be needed to support reproducibility. Before we introduce our solution
to the problem, we want to recapitulate the fundamental concept of linking&brushing
and discuss why there are challenges with the reproducibility of results from the brushing
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operation. This will help the reader better understand the need for the structured
brushing space proposed in this work. One of the great things about interactive visual
analysis is that users can select—with the help of interactive brushes—freely what they
find interesting. We can employ a fundamental CMV dashboard, which encompasses
a scatterplot, a curve view, and a rectangular brush on a scatterplot, to serve as an
example to explain the problem with interactive brushing and discuss possible solutions.
The dashboard is shown in Figure 3.1. Three dimensions of the previously explained
meteorology data set [NOA14] are visualized. The scatterplot on the bottom-left is
used to analyze two scalar attributes: the elevation on the vertical axis and the average
temperature on the horizontal axis. The curve view at the top displays precipitation
curves for all meteorological stations to support the observation of curves as a family of
function graphs. Each station has one precipitation curve assigned, and precipitation
values are measured monthly during one calendar year. Each curve in the curve view
shows how the temperature value at the respective measuring station has changed over
the measured period.

The small analysis task aims to get an insight into how a rise and fall in temperature
affects the precipitation value in lower areas of California, i.e., with elevations ranging
from 0 to 500 feet. Therefore, the user has initiated brushing in the scatterplot using a
rectangular brush. A rectangular brush is usually created by anchoring the brush, i.e.,
placing the mouse at the desired position in the scatterplot, and then the rectangle of
the brush is resized to the desired extent. In the shown case, the brush was first resized
vertically to select elevation values between 0 and 500, and then horizontally to cover
the temperature values ranging from 38 °F to 44.3 °F. Due to the high resolution of
the visualization and the corresponding interface technology, the user had difficulties in
quickly selecting the desired ranges on both axes. To study how temperature changes
affect precipitation for the selected elevation range, the brush was swiped from left to
right and back, keeping the same elevation while changing the temperature only, i.e., the
user tried to move the brush along the desired path as precisely as possible to observe
the changes in precipitation values visualized in the linked curve view. This way an
interactive and iterative visual dialogue between the user and the system was established
that quickly leads to relevant findings in the data, as documented by many examples so
far. For the same reasons which mentioned above, difficulties also arise if users want to
move the brush precisely or reproduce the brush’s movement.

As shown in Figure 3.1 on the bottom-right, due to the hands’ imprecise movement, the
path of the actual brush is not as straight as the desired path, and as a consequence, some
data items that have lower and higher elevation values than the desired ones were selected
by the brush. The path from brushing would have been even more non-linear if the user
had not taken special care to keep his hand steady while moving the brush. To repeat
the movement of the brush along the same path is very likely a great challenge. Maybe
we will not require precise placement of brushes if we do not mind that the position of
the brush and a selected data subset deviates slightly from the desired ones. However,
it is evident that there are challenges related to the brushing operation itself, mainly
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Figure 3.1: The rectangular brush created in the scatterplot (bottom-left) was moved
horizontally to select only meteorological stations at a specific elevation level and with
different temperature range. The data items currently selected by the moving brush are
highlighted in orange in the scatterplot and in the linked curve view. We display the
path taken by the brush on the scatterplot explicitly (shown in pink) and indicate the
direction of the movement using arrows to communicate the brushing intention clearly to
the viewer. In addition, on the right, we compare of the ideal straight path (gray) and
the path taken by the brush (pink).

concerning the brushing precision and the reproducibility of the results from brushing.
Considering the premises of interactive visual analysis (such as ensuring a fluid interaction
between the user and the system), our first contribution to reproducible brushing and
quantitative analytics is the structuring of the brushing space. The structured brushing
space concept is adaptable and can be realized through various implementations. The
core idea is to enhance the reproducibility of analysis outcomes by enabling users to exert
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control over key brushing operations, including anchoring the brush, adjusting the extent
of the brush, and controlling the movement of the brush.

Brush Anchoring Brush Extent Brush Movement
Unconstrained The user initiates the

brush anywhere in the
view, for example, on a
scatterplot by
specifying the top-left
corner of a rectangular
brush at an arbitrary
position.

Any extent of the brush
is possible and brush
boundaries can be
modified freely.

The brush can be
moved freely.

Constrained A “snap-to-grid"
functionality is used to
constrain the anchoring
of brushes to grid
vertices.

The size of the brush
can be adapted in
discrete, predefined
steps only.

If moved, the
brush assumes
only grid-aligned
positions.

Automatic The user specifies a
particular brush
parameter, for example,
a data-related property,
and the brush is
positioned
automatically.

The brush resizes itself
automatically due to
certain constrains, for
example, maintaining
that a certain number
of data items is
selected.

The brush moves
automatically, for
example, follow-
ing a user-defined
animation proce-
dure.

Table 3.1: Different aspects of the structured brushing space. From Radoš et al. [RSM+16],
Figure 1.

The idea of the structured brushing space makes it possible to create brushes that can
be reproduced accurately again, moved precisely in the view, or used to create exact
selections. Instead of being burdened, for example, with placing the brush in a specific
place or guiding it along a particular path, the user can partially leave this task to the
mechanism that constrains brushing operations within the structured brushing space.
The user decides on the properties of the structured brushing space that suits him
and he would like to use. For example, he can proceed with the standard brushing,
which we call unconstrained or unstructured, but when the need arises, he can easily
switch to constrained or automatic brushing. The positive feedback that we got during
the demonstration shows that analysts appreciate constrained brushing—it relieves
them of worries about the brushing operation, and hence, it supports the analysis of
the data displayed in the linked views. Technically, the structured brushing space is
realized through mechanisms that influence the anchoring of the brush, its extent, and
the movement of the brush. Table 3.1 describes examples of possible solutions for
unconstrained, (partially) constrained, and (semi-)automatic brushing. In the following
sections we show how some of the suggestions in the table can be implemented.
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3.2 Snap-to Options for Brushing
The most common brush operations are anchoring, extending, and moving a brush. Easy
reproducibility of these basic brushing operations can be enabled by exercising precise
control over them. A common way to control objects in a view is through a snapping
mechanism. Here, we propose the snap-to option for brushing. Once activated, the snap-to
mechanism automatically acts on one or more aspects of the brushing operation, such as
anchoring brushes only at predefined positions. We explain one concrete implementations
in the following, the snap-to-grid.

Snap-to-Grid Option

We connect the snap-to option to a grid. Using a grid, we structure the view space, or
data space with the percentile grid, which we will talk about in the next section. The
power and utility of grids are widely recognized, and they have become a standard feature
in many applications. For example, invisible grids are often used in the background
to organize and arrange tiles on a smartphone screen. Also, grids are handy whenever
accuracy is essential. For example, artists use a grid to achieve proportional accuracy.
See, for example, Figure 3.2 which demonstrates how the grid helps to create an accurate
copy of an image.

Ward [War94] found that a grid can be used to measure the effectiveness of a visualization
design. He also categorized visual elements into two groups: (i) those that can be directly
employed to measure the effectiveness of the visualization, such as the count of displayed
data items, and (ii) elements that are challenging to quantify, including keys, labels, and
grids. These criteria necessitate subjective evaluation. He found that users interpret
grids as reference points which help them to understand the data and their context. We
share this opinion and add that grids can be effectively combined with different brushing
techniques to realize a structured brushing space.

The analyst is often interested in finding relations to certain intervals along selected data
dimensions, and a grid shown as an overly in the visualization may help her in gaining
additional insights into characteristics of the data, even before she initiates brushing. In
this context, a grid can be referred to as meta-information, i.e., information which is not
an explicit attribute of the data. We have adapted scatterplot and parallel coordinates to
work with grids. Similarly, a grid can be added to various other visualization techniques
with quantitative axes.

The grid presented here is freely configurable. The user can decide to show it on both
data axes of a scatterplot or only for a single axis. If the grid is only activated for the
vertical axis, only horizontal gridlines are displayed. If the grid is enabled only for the
horizontal axis, then only vertical gridlines are displayed. If the grid is enabled for both
axes of the scatterplot, as shown in Figures 3.3b and 3.3c, the user sees a two-dimensional
grid composed of rectangular cells. A grid is presented to the analyst using a light gray
gridline which is drawn beneath the semi-transparent data points. The user can alter the
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Figure 3.2: The grid is used as a visual aid to achieve an accurate line drawing from a
reference image that shows the Old Bridge in Mostar, Bosnia and Herzegovina. One grid
is drawn over the reference image, and another one—of equal ratio—is drawn on the
paper. Grid cells help the painter to move the pencil more precisely so that all elements
of the image retain their correct size and place in the repainted image.

(a) Grid Off (b) 4 × 4 Grid (c) 10 × 10 Grid

Figure 3.3: Starting from the (a) we show a scatterplot without a grid, a scatterplot with
a 4 × 4 grid, and a scatterplot with a 10 × 10 grid. A grid shown as an overly supports
understanding of the visualized data. Grids are rendered prominently only for better
visibility in the printed image.

visibility of gridlines at any time. The gridlines are automatically calculated based on
the desired number of divisions (strips) provided by the user. We propose using a 10 × 10
grid as the default, but the user can adjust the number of divisions if the gridlines do not
align with the data subspace(s) of interest. Also, it is possible to define a non-uniform
rectilinear grid by placing gridlines at specific positions along the corresponding data
axis by clicking with the mouse on the axis or by providing a list of numeric values for
each gridline position through a dialog box.

Figure 3.3 shows three scatterplots used to visualize the same data dimensions. A quick
look at the first scatterplot, which was intentionally left without a grid, instantly reveals
that the two plotted data dimensions are not correlated, and that data items are not
evenly spread. Approximately half of the data items have a low negative correlation,
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being situated around the imaginary diagonal line that extends from the top left to the
bottom right. Some data items have zero correlation, primarily those with low values in
the vertical data dimension. Figure 3.3b shows a 4 × 4 grid added as an overlay, which
divides—visually—the view space formed by the two scatterplot axes into four a equally
spaced intervals, starting with the [0%, 25%] interval on the x-axis, and the [0%, 25%]
interval on the y-axis. With the help of an overlaid grid, a more precise comparison of
data distributions between different regions is enabled.
Now, with the grid creation mechanism in our hands, we can take the next step, which
is to use the grid as an aid to control the brushes and confine brushing to reproducible
shapes that can also be interpreted quantitatively. The snap-to option is well known,
as provided in standard Office tools (such as PowerPoint and Excel), which can be
set on user-added objects to align or snap them to the nearest intersection in the grid
or other objects. We can also incorporate the snap-to function into interactive visual
analysis by implementing a snap-to-grid for various brushing techniques. In this place,
we use a grid to constrain all three core operations with brushing—anchoring, extending,
and moving—or only a subset of them. For example, we can require that brushes are
anchored at grid vertices, and we can confine the extent of brushes to match the size of
the corresponding cell(s) of the grid.
The concept of the snap-to-grid brush is given schematically in Figure 3.4, where three
core operations with the brush in a scatterplot are presented: (a) brush anchoring, (b)
brush-size adjustment, and (c) brush movement. Note that two different brushes (brush1
in the left column and brush2 in the right column) are used to clarify how the snap-to-grid
mechanism works. Moreover, all three brushing operations are influenced by a structured
brushing space using a regular 4 × 4 grid and enabling the snap-to-grid option. Because
the user understands how divisions produced by the grid relate quantitatively to the data
axes, he also knows that if he creates a 2D/ rectangular brush in the bottom-left grid
cell, he has selected the [0%, 25%] interval on the x-axis, and the [0%, 25%] interval on
the y-axis, we could take advantage of any other grid division, the 4 × 4 grid is just an
example. Brushes snapped to the grid provide additional meaning to the user—they are
quantitatively interpretable.
Through the anchoring mechanism (see illustration in Figure 3.4a), the brush is automat-
ically bound to the center of the clicked cell. Nevertheless, this can also be set to be the
closest vertex on the grid. Automation helps the user because it enables him to start
brushing in exactly the same position, over and over again. Moreover, it can be more
convenient for the user, as he does not have to be extremely careful with the positioning
of the mouse because wherever he clicks, as long as he clicks inside the desired cell, the
snap-to-grid mechanism will take care and properly anchor the brush.
After initiating the brush, the user commonly wants to adjust the extent of the newly
created brush to select the area or data subset of interest. Suppose that the interesting
data items are within the bounds of the bottom-left grid cell. Therefore, the user might
think of resizing the brush to the size of the cell in question. With the snap-to-grid option
enabled, the extent of the brush is constrained automatically, as displayed in Figure 3.4b.
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(a) Constrained Brush Anchoring

brush1 is initiated at position (x1, y1). Brush2 is initiated at position (x2, y2).

(b) Constrained Brush Extent

Brushes are automatically resized (red circles
symbolize snapping to cell-vertices).

Brushes (brush1, brush2) after creation. They
they have the same extent.

(c) Constrained Brush Movement

A sequence of steps: brush1 is moved vertically
across two predefined intervals.

A sequence of steps: brush2 is moved diago-
nally across two predefined intervals.

Figure 3.4: The concept of constrained brushing using a rectangular grid and the snap-to-
grid functionality. Two brushes are shown for better clarification. (a) Note the different
click-position for brush1, and brush2. However, both brushes are automatically anchored
to the same cell. (b) The extent of the brushes is confined to the extent of the cell in
which the brushes are anchored. (c) The movement of the brushes is allowed only in a
specific direction (for example, through the cells of the grid); the current brush position
and the two previous positions (brightly colored) are shown.52
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Constraining the brush’s extent does not mean permanently fixing the brush’s size. We
provide the flexibility to modify its extent further. For example, the user can stretch
it horizontally so that the new width corresponds to the width of two grid cells or any
other size, a multiple of a cell width.

The constrained movement is displayed in Figure 3.4c. The movement of brush1 is
constrained vertically, while Brush2 takes only predefined intervals in the diagonal
direction. This can be relaxed to cell-by-cell movement in any direction. Even an
unprecise interaction in the brushed view will result in the expected brush movement.
This allows the user to concentrate on the linked views, knowing exactly which intervals
are selected, without the need to paying attention to value-accurate brushing.

It is important to note that we have retained the existing brush-handling functionality
implemented in ComVis [MFGH08], such as moving the brush, by holding it with the
pressed mouse button, and adjusting its size (by selecting and moving one of the rectangle’s
edges or vertices). Finally, very importantly, the snap-to-grid option can be disabled or
enabled at any time for the selected brush, and the user can continue using the brush
without any restrictions.

To explain the snap-to-grid mechanism schematically in Figure 3.4, we used a Cartesian
grid. However, the user can create or choose between different regular or rectilinear grids,
we did not experiment with other more grid types such as structured grids or unstructured
grids. In Section 3.3 we introduce the percentile grid, a new rectilinear grid type that
can automatically position its gridlines according to the statistical characteristics of the
underlying data.

Snap-to-Brush Option
In addition to the snap-to-grid option that can be used with many brushing techniques
combined with an overlaid grid, the snap-to-brush option enables additional brushing
opportunities in specific cases. Depending on the geometrical shape used for the particular
brush, the snap-to-brush can be implemented differently. It is good to think of these
options as connection points that one shape provides (e.g., a rectangle) so that other
shapes (e.g., a circle) can be connected to it. For instance, in the case of a rectangular
brush, we considered snapping to one of its vertices, edge centers, or the center point.
For the circular brush, we implemented only a snap-to-brush for the center point. Other
options are also possible depending on the user’s needs. The snap-to-brush option can
also be activated for a short time as an aide if we need to position two brushes relative
to each other. In this context, it has proven very useful to support the creation of
reproducible composite brush constructs, where two or more brushes are combined with
logical operators to select specific subsets of data items.

Another valuable option for brushes is to enable editing of the anchor (e.g., the center
point) and the extent (e.g., the radius) of the brush for precise positioning and selection
of data items. For instance, to enable the reproducible anchoring of the circular brush in
a scatterplot, the user specifies two components of a center point by entering two float
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values, each within the range of values according to the data dimension mapped on the
corresponding scatterplot axis. In addition to anchoring the brush to a specific position in
the data space, we offer the option of entering the coordinates of the point (x, y) for the
center point, one or the other option can be used depending on the situation. This option
manually specifies the brush shape by entering the required values. Although we have only
implemented it for the circular brush, it can easily be added to the rectangular brush in
a scatterplot and other more complicated shapes, which can be described mathematically.
In addition to helping users precisely set the brushes, all these options also enable the
reproducibility of brushes. However, IVA users traditionally prefer to work with brushes
on the go, i.e., directly interacting with the shape (geometry) of the brush in the view,
most often using a mouse pointer, because it speeds up the analysis and, in most cases,
although less accurate, the qualitative inference is good enough.

3.3 Percentile Grid
With the help of descriptive statistics, it is usual in (computational) data analysis to
either do a value-based analysis, or a rank-based analysis. The latter could, for example,
be enabled through quantile filters [Che03] or statistical estimators [KFH10]. Hence, we
suggest to also provide brushing opportunities which match these analytics approaches.

Using a regular grid corresponds to a value-oriented perspective. Often a rank-based
perspective is also very useful. An example would be to compute the Spearman correla-
tion [Spe87]. Instead of selecting all items that correspond to a certain range of values,
we are interested in a certain number of data items, for example, the top 10% of all
data items. If we define the grid so that each division on an axis separates a certain
percentage of the items, we create a percentile grid.

The percentile number defines the number of automatically created subdivisions, i.e., the
number of strips along a selected axis in a scatterplot. The 25% percentile is used by
default. In statistics, it is common to divide a data set into quartiles. The user can change
this number. Default percentile numbers from which the user can choose are 1%, 2%,
4%, 5%, 10%, 20%, 25%, and 50%—as these numbers allow for creating an even number
of divisions in a grid. If a 25% percentile grid is enabled, we first calculate the 25th
percentile, then the 50th percentile, and finally the 75th percentile, i.e., four divisions
are created. The user can override the automatic grid-division process by providing a list
of percentiles to be used to form the grid. For example, entering [15, 20, 20] would result
in four subdivisions along the corresponding axis, where the first one contains 15 percent
of the lowest values, the second and the third one are for the 35th and 55th percentiles
respectively, while the last one contains 45 percent of all items with the highest values.

Each vertical and each horizontal strip of the scatterplot in Figure 3.5a, for example,
contains exactly 25% of the data—note the different sizes of the grid cells. Snap-to-
grid brushing using the percentile grid has a different meaning compared to value-based
brushing using the Cartesian grid. Brushing all left-most cells, snapped to a 25% percentile
grid, we know, again quantitatively that we have selected the 25% lowest values with
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3.3. Percentile Grid

(a) 25% Percentile Grid (b) Snap-to-Grid Brush (c) Unconstrained Brush

(d) A view showing data items brushed in Figure 3.5c.

Figure 3.5: (a-c) Starting from the left side, we show a scatterplot with a 25% percentile
grid, a scatterplot with a brush snapped to a percentile grid and a scatterplot with a
user-defined (unconstrained) brush. d Data View is opened for further inspection of the
data subset selected by the brush created in Figure 3.5c (attributes are sorted descending
by Elevation).

respect to the dimension that is mapped to the horizontal axis (see Figure 3.5b). Moving
the brush along the grid from left to right, then, would accordingly select consecutive
portions 25% of all items.

The analyst may benefit from the grid even if the constrained brushing is not enabled.
The percentile grid reveals some insight into the data distribution. Additionally, an
overlaid grid can also assist the navigation of the brush over the visualized data items
or help the user select data items more precisely. The brush created in Figure 3.5c is
unconstrained, i.e., it is a regular brush free-hand created by the user. The overlaid
percentile grid was of great help to the user in making the quantitatively meaningful
selection of data items. The brush selects quite accurately all data items that belong to
the 25th percentile with respect to the horizontal data dimension and the 50th percentile
with respect to the vertical data dimension; additionally, the user decided to adjust
the height of the brush by dragging the top edge of the brush rectangle upwards with
a mouse in order to include additional data items in its selection (with an elevation
value below 1500). If users make precise selections using brushes, they often display the
selected data in an additional view which shows original numbers to confirm that they
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have selected the preferred data (in this case, the Data View was opened, which provides
a tabular view for the selected data, and it confirms that all selected data items have an
elevation lower than 1500). As far as understanding the brushes, basically what data we
brushed, constrained brushes are much more informative than the classic ones, which are
unconstrained (however, to confirm this, an additional user study would be needed).

3.4 Grid Extensions for Parallel Coordinates
Up to now, we have explained the regular grid and the percentile grid for a scatterplot.
In the following, we present a grid extension as a general extension to the well-known
visualization technique of parallel coordinates.

In parallel coordinates, the coordinate axes are arranged parallel, side-by-side, and the
user can decide which dimensions of a multi-dimensional data set are mapped to the
enabled axes. Moreover, we also provide the flexibility to choose whether grids are
enabled for all parallel axes, a selected set of them, or a single axis. Like in a scatterplot,
it is possible to use a different grid on each axis (divisions for each grid are calculated
using data from the underlying data dimension). The idea is the same: to create a grid,
we divide the axis into divisions whose width depends on the specification of the grid.
The user can also provide a list of percentiles to specify the grid. If the user enables
the percentile grid without specifying a percentile for the division, 25% percentiles are
used by default. The percentile number defines the number of automatically created
sub-divisions, i.e., the number of strips in a scatterplot or number of bins in parallel
coordinates—in a scatterplot, we draw horizontal or vertical strips, depending on whether
the selected dimension is mapped to the x axis or to the y axis, and in parallel coordinates
plot, we divide an axis accordingly in bins.

Enabling the 25% percentile grid in parallel coordinates will result in displaying four
different bins. An example is given in Figure 3.6; The percentile grid is enabled only
for three coordinates exes: Elevation, AvgTemp, and MinTemp. By default, the grid is
rendered semi-transparently (see grids enabled for AvgTemp and MinTemp in Figure 3.6).
The grid for the Elevation axis is rendered prominently because the mouse cursor is placed
over it to show details about the used grid. On-demand, the numbers describing the used
percentiles for each bin are displayed. For other grid types, the values shown refer to
the number of data items covered by each bin. We implemented the details-on-demand
option only for grids in parallel coordinates plot, but it can also be added to other plots
that implement the grid techniques proposed here. We show data dimension Elevation
both in parallel coordinates and in the scatterplot (see Figure 3.5) to help the reader in
comparing how the same 25% percentile grid is visualized in the two different charts.

Similar to histograms over parallel coordinates used by Hauser et al. [HLD02]), our
percentile grid also reveals where data items accumulate along the coordinate axes. A
problem with the percentile grid is that the higher percentage of data items that fall into
a certain percentile, the smaller will be the size of a bin corresponding to that percentile
(for an example, see the 25th percentile and the 50th percentile for axis Elevation in
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Figure 3.6: Extended parallel coordinates: The percentile grid is laid over Elevation,
AvgTemp, and MinTemp (each division contains 25% of data values). The mouse was
placed over Elevation to display percentile values. The brushed lines are highlighted in
red, however, the brushing was done in the linked scatterplot (see Figure 3.5c).

Figure 3.6). This problem affects the mentioned histogram solution less because all
histogram bins have an equal extension.

In the case of a regular (Cartesian) grid that we propose for supporting the value-based
analysis, we also generate multiple bins of equal size. In this case, the visibility depends
on a user-defined number of sub-divisions, and it can be improved by reducing the number
of bins. The problem of exploring small-size bins remains, and we need a more convenient
method to support visual exploration. We found dimension zooming proposed by Fue et
al. [FWR99] to be one simple but also valuable interaction technique that can help the
user in interpreting data items within a narrow bin. They use this distortion technique
in parallel coordinates to display the brushed data in full view. The whole display space
is used to visualize the brushed subset. To keep track of the context, they display a
mini-map showing the position of the zoomed subset in relation to the complete data
set. The zooming operation is done by scaling up independently each of the visualized
data dimensions concerning the extent of the brushed data values. We implemented the
dimension-zooming option for grids in parallel coordinates, which helps, for example, if
the user is interested in the data of a specific quartile only. Three ways for defining the
scale factor for zooming to grids are available: (i) scaling regarding the data range defined
by the brushed data items within the selected bin, (ii) scaling regarding the data range
defined by all data items within the selected bin, and (iii) scaling regarding the data
range that the selected bin covers on the axis. The difference between options (i) and
(ii) is whether we are interested in observing only the brushed data within the selected
bin or we want to see all data items—the first option usually leads to a higher scaling
factor, i.e., the narrower the data range the higher the scaling, as shown in Figure 3.7.
In Figure 3.7b the data range that is displayed on the coordinate axis is wider than the
range displayed in Figure 3.7a, because the latter shows only the brushed data. The
user is free to select one or more bins on a single coordinate axis, and the scaling value
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(a) Scaled by brushed data. (b) Scaled by all data.

Figure 3.7: The first 25% percentile bin on the Elevation data axis (highlighted in
red) is maximized for the analysis (see Figure 3.6 for comparison, which shows the
Elevation, AvgTemp, and MinTemp data axes prior to scaling). Scaling of all other
parallel coordinate axes is done concerning the scaling of the selected bin. In (a), only
the brushed data contained within the analyzed bin are visible (option (i)), while (b)
shows all data within the selected bin (option (ii)). The range of data displayed is shown
next to each axis. Additionally, a small mini-map provides an overview of the range of
the zoomed subset of brushed data (red lines) relative to the range of all brushed data
(grayish area).

will be adjusted considering all the selected bins (if the selection includes bins that are
not adjacent, the referenced subspace used for scaling will be automatically adjusted to
display all data from the analyzed bins).

The snap-to-grid brush option is also implemented for parallel coordinates. Brushing
in parallel coordinates is commonly done by marking a particular subset of data items
within a single data dimension. Since the proposed grids only work for a single data
axis in parallel coordinates, the brush snapped to the grid only considers the dimension
of the data for which the respective grid is enabled (the brush can be anchored at the
center of the bin or bin edges). With the help of the percentile grid, the analyst can
create statistically meaningful brushes. For example, in order to select 10% of all data
items with the highest elevation value the extent of the brush created in Figure 3.8 is
constrained to the edges of the top most bin created for the Elevation data axis. This
example also demonstrates the clear need for an option that allows the user to zoom
the grid, or some other type of axis scaling, for the reasons explained above. The lowest
deciles created for the Elevation axis can hardly be separated visually.
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Figure 3.8: Snap-to-grid brushing in parallel coordinates. The 10% percentile grid is
enabled for three data axes: AvgTemp, Elevation, and AvgPrec (each of these axes is
divided into 10 bins, where each bin contains the 10% of all data items). The user can
easily observe correlations between visualized deciles using the snap-to-grid option. The
topmost bin created for the Elevation data dimension is brushed. The user can move the
brush, and in each step, the brush will select the adjacent decile.

3.5 Percentile Brushes

The percentile grid discussed in the previous section proved to be very useful. It provides
quantitative insight into the distribution of the displayed data and, with snap-to-grid
brushing options (which works for any grid), is a helpful tool for enabling rank-based
interactive visual analysis. The snap-to-grid functionality facilitates data exploration by
allowing users to select meaningful subsets of data items precisely and quickly, like the
first 25th percentile for the selected data dimension. Using the snap-to-grid brushing
option, users are conditioned to keep the brush movement tied to the grid, which means
that they cannot position the brush anywhere on the data axis and then select, for
example, 25% of data items around the current brush position. A solution to such user
requests is supported with the percentile brush, an advanced brush, which is based on
the structured/informed brushing space. The percentile brush considers the underlying
data in a similar way as the percentile grid does, but it does not have to be snapped
to the grid for brushing data quantitatively. Some constraining is still necessary. The
user can position the anchoring point of the percentile brush freely, but its extent is
always constrained. By automatically constraining the extent, this brush always selects
a predetermined percentage of items, such as 10%. As the brush is moved, its extent
is continuously adjusted to maintain the selected percentage of items, as explained in
the next section. Users can always interpret their percentile brushes quantitatively, as
they represent, i.e., select, a fixed percentage of the data. We implemented two standard
shapes for realizing percentile brushes in a scatterplot: the rectangular and circular
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percentile brushes (we also experimented with a square brush shape, the implementation
of which is very similar to the circular brush shape, but we did not use the square shape in
our demonstration). The percentile brushes are a new technique for brushing scatterplots.
The circular percentile brush and the square percentile brush work in two dimensions,
while the rectangular percentile brush considers a single data dimension.

The Rectangular Percentile Brush

The two-dimensional scatterplot has one horizontal and one vertical data axis. When
creating the rectangular percentile brush, the user can decide whether the brush considers
the data distribution in the horizontal or the vertical dimension, and the brush will
be anchored on that specific axis. The scatterplot in Figure 3.9 has two rectangular
percentile brushes created for the horizontal dimension, and the scatterplot (d) has two
rectangular percentile brushes for the vertical dimension. Each of these brushes selects
25% percent of all data items. Because they are positioned at different positions on the
respective axis and because, in this case, the data distribution near their anchor points
is different, all percentile brushes shown have different (width) extent. For comparison
with the snap-to-grid technique, scatterplots at (a) and (c) of Figure 3.9 show the 25%
percentile grid, and the traditional rectangular brushes are snapped to grid vertices to
select an equal number of data items as the percentile brushes in the scatterplots in
(b) and (d)—mirrored brushes intentionally select the same data items. We show the
rectangular percentile brush as a solid yet semi-transparent area to visually emphasize the
brushed area and distinguish this brush from the standard rectangular brush. Snapping
brushes to grid elements is a powerful feature, and we want to have it for the percentile
brush as well. For precise positioning, the center of the percentile brush can be anchored
at the center of a cell or the cell vertices, and the percentile brush will continue to update
its extent automatically whenever it moves to another position.

Once they are created, the rectangular percentile brushes can be (freely) moved only
in one direction, along the horizontal or vertical axis, i.e., along the axis on which they
are anchored. The extent of the brush rectangle changes only in one direction. Our
implementation supports users’ cognition of changes while the rectangular percentile
brush is moved. For the brush created on the horizontal axis, as shown in the scatterplot in
Figure 3.9, the width of the brush rectangle is updated depending on the data distribution
under the brush. The width of the brush-rectangle increases if the brush is moved to
a low-density region, while the width decreases if the brush is moved to a high-density
region. The extent of a percentile brush communicates an important message about the
distribution density of data items under the brush. This is clearly observable in the
scatterplot. Although both brushes shown have selected the same number of data items,
their extents, i.e., the selected ranges on the axis are very different. Knowing how the
rectangular percentile brush works, the user can immediately distinguish, for example,
whether the rectangular percentile brush selects horizontal or vertical data dimensions in
a scatterplot when looking at the view or screenshot in a report. One exception is the
percentile brush which selects 100% of all data items because, in such a case, assuming
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(a) Snap-to-Grid (25%) Brush (b) Percentile (25%) Brush

(c) Snap-to-Grid (25%) Brush (d) Percentile (25%) Brush

Figure 3.9: (a)(c) Quartile brushing in a scatterplot enabled with the 25% percentile grid
and the snap-to-grid option for brushing. (b)(d) Quartile brushing in a scatterplot using
the 25% rectangular percentile brush. Scatterplots (a) and (b) show brushes created in
the horizontal dimensions, while scatterplots (c) and (d) show brushes created in the
vertical dimension.

that the aspect ratio of scatterplot axes is equal, the width and height of the brush will
be the same.

The user usually interacts with traditional brushes directly in the view, for example,
he chooses an arbitrary point as the top-left corner of the rectangular brush and then
extends the brush rectangle to the desired size, or he drags one edge of the brush rectangle
to change its width to include additional items in the brushed data subset. The corners
of the created brush-rectangle define the range of the selection, i.e., all data items within
the corners of a common rectangular brush are selected. The percentile brushes are a
little different to handle due to their semi-constrained nature. The user can move the
percentile brushes freely by selecting them and holding them with the mouse, as shown
in Figure 3.10, but there is no such action as pulling the edge of the brush to change its
size.
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(a) (b) (c)

Figure 3.10: (a)(b)(c) Brushing the vertical axis in a scatterplot using the rectangular
percentile brush. The brush that selects 25% of all data items considering Elevation
data dimension is shown at three different positions. Optionally, the seeding line can
be displayed (see horizontal line under the mouse) to help the user mentally relate the
current position of his hand in the view with the exact position on the coordinate axis.

Percentile brushes consider data items around the current mouse position and one off-
screen parameter for the brush size. To create a new percentile brush, the user sets
the percentage value p of one off-screen parameter and chooses an arbitrary point (such
as near the middle of the data items to be selected) by pressing the left mouse button.
The percentage value is set by default to 10%, and the user can subsequently change
this value as needed (for convenience, via the provided user interface, or by moving the
mouse wheel), and the brush immediately adapts its extent. Creating the percentile
brushes (assuming the user agrees to use the default value) is as easy as a mouse click.
The percentile brush starts adjusting its extent automatically, but it only does so after
checking its off-screen parameter’s percentage value p. The value p is internally converted
to an integer number m, which defines the exact number of data items in a local data
subset Ds that the brush should select.

The calculation of the brush starts by obtaining the coordinate position of the click-point
s = (sx, sy)⊺. For a brush on the horizontal axis, then the brush needs sx value, and for a
brush is on the vertical axis value is needed. The viewpoint, i.e., mouse position, is then
converted to the data value di (regarding the range of data values in data dimension D
that is mapped onto the coordinate axis on which the brush is created). Finally, in the
sorted list of values (internal representation of data dimension D), we find the index i of
the actual data value closest to di. Now we can quickly obtain the remaining m − 1 data
items for creating the data subset Ds (we do this by examining m − 1 neighbors of i;
for example, the next data items will be either the data items on the index i + 1 or
on the index i − 1, depending on which of these two data values is closer to the data
value on the index i). The calculation of the percentile brushes can be done reasonably
fast in ComVis [MFGH08], thanks to the clever implementation of its data warehouse.
The two most important details concerning data management in ComVis are: (i) the
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Figure 3.11: There are three rectangular percentile brushes in the scatterplot (the view
is stretched horizontally to get a better overview). Each brush is set to consider 25%
of all data items. The brush (c) has selected more items, exactly 25.6%, because there
are several data items (sharing the same MaxTemp value) on its left edge (a magnifying
glass highlights this area).

data are saved in columns (all data items in a column are of the same data type while
different columns can contain different data types), and (ii) to ensure efficient data query
ComVis sorts all columns at the beginning (in order to keep the original row information
it creates an additional indexed column for each column).

There is a limitation on the accuracy of the rectangular percentile brush. After m closest
data items to the mouse position are found, the brush algorithm stops. The lowest rmin

value and the highest rmax value from the selected data subset Ds define a closed interval
[rmin, rmax] this brush will represent on the axis. The shape of the brush is a rectangle,
and the brush will select all the data items within the rectangle (rmin, and rmax are
used to define the vertices of the brush rectangle). We have a typical classification
problem with two classes and 1-dimensional feature space. Moreover, the brush uses 1D
decision boundaries (lines). Therefore a decision boundary, i.e., the division between
the brushed region and the context, can be ambiguous—it is not always a clear “single
data item” cut. Figure 3.11 illustrates the problem. Brush (a) and brush (b) select
exactly 25% of all data items. Brush (c) has a problem because there are several data
items with the same value on its left edge, and so the brush has to decide whether
to include them all or create a selection with fewer than m data items (we decided to
include ≥ m values). Numeric annotations (see the numbers in the upper right corner
for each brush) can be optionally displayed for the percentile brushes, which inform the
user about the actual percentage value of the selected data for each brush in the case
of an ambiguous decision boundary. In the worst case, if all data values of the brushed
dimension are equal—displayed as collinear points in the scatterplot—the rectangular
percentile brush will always select 100% of the data, regardless of the percentile parameter
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set. If rmin = rmax the brush-rectangle will appear as a line in the scatterplot. The user
will probably recognize such extreme cases by looking at the distribution of data items
in the scatterplot before he initiates brushing. He will use the percentile brush only to
confirm his observation.

Conveying the movement with static images is no easy task, so to explain how the
rectangular percentile brush moves, we decided to use three selected images taken from
a continuous brush movement. Figure 3.10 shows the same brush positioned at three
different positions in a scatterplot. Notice the significant change in the user-controlled
mouse pointer’s position between (a) and (b), but the brush did not move. The explanation
for this is simple: the mouse’s position serves as a starting point for the calculation
of the brush extent and does not necessarily have to be aligned with the center of the
brush, which depends on the underlying data distribution. The computed subset Ds is
not updated if the mouse is moved from (a) to (b). In contrast, although the difference
in mouse position between (b) and (c) is minimal, the subsetDs is updated—one point
has been excluded from the selection while a new point has been added to the selection
(both values rmin and rmax have changed). The movement of the rectangular percentile
brush, in most cases, will not be smooth, but it is more of a jerky movement. This makes
sense for the user who wants to examine the distribution and scattering of the displayed
data or perform a rank-based analysis.

The Circular Percentile Brush

The circular shape of the brush is especially suitable for scatterplots because it can take
advantage of the Euclidean coordinate system and two-dimensional plane defined by the
orthogonal axes of the scatterplot. As with other traditional brushing techniques, the
primary task of the circular brush is to allow users to select one or more data items shown
in a scatterplot. Interaction with a circular brush is usually implemented so that the user
selects an arbitrary point in the scatterplot as the center of the circular brush and then
expands the radius of the brush to include more data data items. The circular brush
works well in a scatterplot if the user wants to select an area within a certain perimeter
relative to the mouse cursor’s position or if the user wants to select a round-shaped
cluster of data items. The traditional circular brush does not support the user to specify
how many elements should be in the selected subset, whether it will be just one, more,
or a certain percentage of data. The selection made by this brush is not defined by the
number of data items but by the area of the circle. All data items within the area will
be selected regardless of their number. The user has to assess how much data is inside
the brush qualitatively, but in most cases, it is not easy to estimate that, especially if,
for example, there are many data items or if the user has to think about it while quickly
moving the circular brush in the scatterplot. The traditional circular brush is not suitable
for a task where the selected subset should have the same number of items at all times
(also when a brush is moving), which means that including a new item replaces the old
one. The rectangular percentile brush we presented in the previous section supports such
a task by automatically adjusting its extent to keep the same number of elements in the
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10% Brush 10% Brush 10% Brush
Figure 3.12: Brushing with the circular percentile brush in a scatterplot. Changing
position using fix percentage value. The user wants his brush to select 10% of all data
items all the time. She can rely on the brush mechanism because the percentage value
is set to 10% (details in text). Three different figures display the same brush moved to
three different positions. Notice how the circumference of the brush is automatically
adjusted depending on the data distribution below the brush.

selection as it moves. Adjusting its extent, the rectangular percentile brush considers only
one data dimension, and also, its shape is not well suited for selecting circular clusters of
data. We now present another advanced brush, which shares a similar design choice with
a rectangular percentile brush, but it has a circular shape. This new brush considers
data items from both data axes of the scatterplot to maintain its circular shape, and
because it selects a certain amount of data, expressed as a percentage of the total data
that the user wants to select, it also supports rank-based analysis. Figure 3.12 shows a
circular percentile brush in a scatterplot. A rank-based analysis was enabled using the
circular percentile brush, which selects 10% of all data items in a scatterplot closest to
the mouse position, i.e., to the center of the brush.

Before going into details about the circular percentile brush, we want to briefly explain
why the circular brush shape should be used carefully in a scatterplot, especially when
the scaling of each individual data dimension is different (that is, if the axes do not
show the same range of values), or when the axes of a scatterplot display different
quantities (as in Figure 3.12). Such cases often arise if analyzing multidimensional
datasets consisting of mixed data dimensions. If the units and/or scaling of the data
dimensions are not the same, one should be careful with estimating the distance based on
the circle’s radius. We are used to thinking about the distance between objects on the 2D
plane in terms of Euclidean distances. Recall that the Euclidean distance between any
two points on the real line can be measured with a ruler or by calculating the absolute
value of the numerical difference of their coordinates: |x1 − x2|. For two-dimensional
points, the distance between points is often calculated with the help of the Pythagorean
theorem, whereas for points in higher dimensions, the distance is calculated using the
Euclidean distance formula. For two-dimensional points given by Cartesian coordinates,
the following formula can be used to calculate the distance between point p = (px, py)
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and the center of the selected data subset c = (cx, cy):

EDp,c =
�

(px − cx)2 + (py − cy)2 (3.1)

Given the center point and circle radius, we can utilize this formula to calculate whether
a point lies inside, outside, or on the circle. This approach works great if axes on the
scatterplot display the same unit and the range of values because then it does not matter
if we go from the center horizontally along the x-axis or vertically along the y-axis, the
distance to the circle contour line will always stay the same, i.e., it will be equal to the
radius of the circle. For instance, if we know that the data values on the x-axis and
y-axis are provided in meters and that values on both axes are in the range from 0 to
100, we know that if we create a circular brush with a radius of 10 meters, the brush
will select all data points within ten meters of the brush center. In this case, the circular
shape makes a lot of sense. If the scatterplot axes are scaled differently, the distance
from the center of the brush to its contour lines along the x-axis and y-axis will not be
the same. Figure 3.13 shows both cases. In Figure 3.13(a) We have the same quantity
and axis scale. In Figure 3.13(b), we have the same quantity but a different axis scale.
Since there are two radii values (one for the x-dimension and one for the y-dimension),
the circle we see on the right is actually an ellipse. The view aspect ratio is 1 in both
views—the view scale axis scaling, but it is essential to mention it here because this
ensures that the drawn circles are not stretched due to view distortion. Our example
communicates is that because of the circular shape, we are learned to think that all
points on the circle are equally far away from the circle center. As our example shows,
this is not necessarily true. This raises the question of when the circular brush makes
sense. How is it to be interpreted if the scaling on the axes is not the same and, above
all, if the data has different units. From a mathematical point of view, everything is
straightforward. Instead of using the distance equation for a circle, we use the equation
for an ellipse. With this, we can ensure that the display of the brush shape does not
become elliptical but remains circular, even in cases when the ranges of values displayed
on the two data axes are different. The distance between the point p = (px, py) and the
center of the ellipse c = (cx, cy) is obtained with the following formula:

EDp,c =
�
px − cx


2

a2 +
�
py − cy


2

b2 (3.2)

where, a, b are the radius on the x and y axes respectively. Note that radius a and radius
b can have different values in data coordinates due to different scalings on the data axes.
If the values are converted from data space to view space coordinates to display the
brush shape, radius a and b have the same view space value, and the shape is interpreted
as circular. The user must keep this in mind when interpreting the brushed data.

The implementation of percentile brushes (rectangular, square, and circular) follows a
similar strategy for selecting subsets of data items, i.e., selecting a percentage of data
items influenced by their dispersion from the current mouse position. Dispersion means
the degree to which the distribution is compressed or stretched around the center of the
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Dim1 : Dim2 = 1 : 1 Dim3 : Dim4 = 1 : 100

Figure 3.13: Using a circle to represent the distance from the center point. Circle contours
are displayed to show a distance pattern around the center point that is rendered as
a crosshair. All points on a circle are equidistant from the center. Humans are used
to observing the distance to an object in this way. The effect of axis scaling on the
interpretation of a circle is shown on the right.

10% Brush 15% Brush 25% Brush
Figure 3.14: The circular percentile brush in a scatterplot. The user wants his brush to
stay in the same position and is interested in selecting 10%, 15%, and 25% of all data
items near the selected point on the scatterplot. After placing the brush at the desired
position, he left the brush in place and began to change the percentage value. We use
three different figures to display the same brush whose anchoring point stays fixed, but
the radius of the brush is automatically enlarged depending on the data distribution
below the brush and the current percentage value.

percentile brush. The percentile brush algorithm counts the number of items found, so
the smaller the distance between items of the selected data subset on the numerical axis
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(meaning their variance is low), the smaller the extent of the percentile brush. In this
case of a circular percentile brush, selected data items from both data dimensions affect
the radius value. Suppose the data elements in one dimension are very dense near the
center of the brush, but the data in the other dimension of the data are widely scattered.
In that case, the radius value increases under the influence of more significant variance
in scattered distribution until the circular percentile brush has the desired percentage of
data items. The brush must expand its range even more if there is significant variance
within the values in both data dimensions. Conversely, if we have a dense distribution
of data items in both data dimensions, the brush size will decrease because the desired
percentage of data that the brush needs to select is close to the center of the brush. As
with the rectangular percentile brush, the user can adjust the percentage value from 1 to
100 percent.

The primary purpose of the circular brush is to select the desired number of data items
near the center of the brush. An exact range is less important than getting the desired
percentage of all the data items near to the brush center, such as the closest 10% from
the temperature readings depending on elevation around the brush center. The brushed
range on the axes can be narrow or wide, depending on the data distribution. The
user does not specify the area, just the number of data items to select with the brush.
Figure 3.14 shows the effect of changing the percentage value on the extent of the circular
percentile brush. In the case shown, the brush anchoring is never changed. The brush is
anchored in the scatterplot of Figure 3.14(a) and it selects 10% of all data items in the
scatterplot. The user can select another number of data items by changing the percentage
value. The middle scatterplot shows the same brush, but here it is slightly enlarged after
increasing the percentage value from 10% to 15%. The (c) scatterplot shows, as expected,
that the circumference of the brush is even larger after increasing the percentage value
from 15% to 25%. Conversely, assuming the brush is anchored in the same position all
the time, decreasing the percentage would result in a decreasing circumference of the
brush. In the case shown, the size of the brush shape changes almost proportionally with
increasing the percentage parameter, so we can conclude that the spread of the 25% data
items closest to the brush center is very similar.

The user can safely compare areas of two circular percentile brushes—which select
the same percentage of data but are positioned at different locations—to conclude the
distribution of data below the brush in relation to the mouse pointer’s position. The user
should be careful when comparing brushes that select different percentages of data and
are not anchored in the same place. The size of the percentile brushes depends on the
data distribution, even a smaller circle can select much more data than a brush with a
larger circle and lower percentage value. In practice, it will probably rarely be necessary
to compare two circular percentile brushes based on the size of the circles, we would like
to warn the user to be extra careful when using circles in visualizations as a comparison
tool. We mean possible user misjudgment of the circle size if an incorrect mapping is
used. The advice is to adjust the area of circles to match the data instead of adjusting
the diameter of circles [LMvW10].
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Interaction with the circular percentile brush is provided by using the mouse pointer to
anchor the brush and move the brush. The user is given complete freedom in positioning
and moving the brush in a scatterplot, just as with a conventional circular brush. The
peculiarity of the circular percentile brush is that it automatically adjusts its extent,
always selecting the same number of data items when it is moved, as shown in Figure 3.12.
The center of the percentile brush can be snapped to the grid for constrained positioning.
An example is shown in the scatterplot in Figure 3.15 which displays the 10% grid enabled
for both data dimensions. If the snap-to-grid option is enabled and the user moves the
circular percentile brush snapped to grid vertices, the brush will always jump to the
vertex closest to the mouse pointer. This differs from the unconstrained movement of the
circular percentile brush, where the center of the brush is placed in the mouse pointer’s
position. An unconstrained circular percentile brush continously follows the movement
of the mouse pointer.

To help the user move the brush snapped to the grid, we provide a brush handle. It is a
line connecting the center of the currently used circular percentile brush and the mouse
pointer. If the user moves the mouse pointer further away from the vertex where the
brush is snapped, the brush does not immediately move with the mouse pointer, but the
line handle is extended to create a visual connection between the mouse pointer and the
active brush. As soon as the distance to another vertex of the grid is shorter than the
distance to the current one, the brush will jump to that other vertex, which will be the
new center point of the brush (this case is illustrated in the scatterplot in Figure 3.15).
From the feedback given during the demonstration session, we found that the auxiliary
brush handle is not necessary if the grid cells are prominent, i.e., well visible, and if the
vertices are at a sufficient distance so that the user can visually conclude which vertex is
closest to the mouse position, as is the case we have shown. If the grid is divided into
many cells, as is the bottom central part of our 10th percentile grid, the line handle
is helpful for users because it unambiguously points to the vertex where the brush is
snapped to.

The circular percentile brushes can also be combined using logical operators and expres-
sions like for traditional brushes to create a more (complex) composite brush. Tools
that provide interactive brushing in CMVs commonly provide logical AND and OR
operators. The AND operator allows the refinement of the brushed data subset by
creating additional brushes in the linked views, while the OR operator is helpful if the
user wants to include additional data items to the brushed data subset (for more details
on composite brushing, see Martin and Ward [MW95]). For instance, let us say that we
are interested only in 15% percent of all data items in a scatterplot whose values fall
between the 5th and 20th percentiles of the data in the vicinity of the user-selected point.
We can create an appropriate selection using two circular percentile brushes, as illustrated
in the scatterplot of Figure 3.14. Using unconstrained brushes, positioning two circular
brushes in the scatterplot so that their centers are in the same position is difficult. Using
the snap-to-brush option makes this task quick and accurate. We combined two circular
percentile brushes in a single composite brush by stacking them directly on top of each
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Composite 15% brush Grid handle for the percentile brush

Figure 3.15: a: A scatterplot with a (smaller) 5% circular percentile brush and a (larger)
20% circular percentile brush. Both brushes are placed at the same position (they have
the same center point), and their size is adjusted automatically. Exact placement was
easy by using the snap-to-brush option. A composite brush was created (using logical
XOR operator) to select all data items that are in the larger brush but not in the smaller
one. b: The auxiliary handle, presented as a line running from the center of the brush to
the mouse pointer, helps the user move the circular percentile brush, whose movement is
constrained by the snap-to-grid brush option. Two brush positions are shown. Notice
based on the additional line shown which vertex is closest to the mouse pointer’s position.

other. We use the logical XOR operator, an exclusive disjunction that is true if and only
if its arguments differ. Such rank-based analysis, enabled with percentile brushes, can be
very useful for users who want to do quantitative analysis. Once the circular percentile
brush is created, the user will probably want to continue the quantitative analysis of the
brushed subset in other data dimensions visualized in the linked views.

3.6 Mahalanobis Brush
Interactive visual analysis has long lacked a brushing technique that is easy to use and
can quickly brush elongated (elliptical) structures visualized in a scatterplot, such as
Subset A displayed in the scatterplot in Figure 3.16(a). Having a brush that leverages
information about the underlying data distribution to modify its shape and possesses
the capability to adjust its rotation in relation to the data would be beneficial. We
briefly discuss the advantages and disadvantages of the several brushing techniques in
the context of our test case. Brushing scatterplots traditionally involves simple brush
geometries, such as a rectangular brush and a circular brush, as well as a lasso tool that
allows users to create arbitrary geometries. Figure 3.16 provides a comparison of several
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different brushing techniques for selecting Subset A, the problematic data distribution
that is stretched and not parallel to the scatterplot axes.

Simple brush shapes, such as rectangles and circles have the advantage of being fast
to create, but their use is challenging if one wants to brush an elliptical and rotated
distribution. Due to its rounded shape, the circular brush is not suitable for selecting
elongated distributions. The length of the distribution determines the circle’s diameter,
and therefore the area of the circle will be relatively large in relation to the data we
want to brush. Consequently, there may be data items on both sides of the distribution
selected with the brush in addition to those we intend to select.

A rectangular brush shape is suitable for relatively quickly and accurately selecting
elliptical distributions parallel to the axes of a scatterplot. Accuracy is lower if such a
distribution is rotated. To select all data items from Subset A the extent of the rectangular
brush was made very large both vertically and horizontally, as shown in Figure 3.16(b).
Consequently, some data items that do not belong to the distribution are also included
in the selection.

The advantage of working with a rectangular brush shape parallel to the coordinate
axes is that it is easy for the user to describe it mathematically. Because the edges are
parallel to the axes, the selected interval is defined by the vertices of the rectangle. If we
move the rectangular brush or change its extent, we change the brushed interval on the
corresponding axis, and the brush selects all data items that belong to the new interval.
Some tools offer a rotation of a rectangular brush. If the sides of a rectangular brush are
not parallel to the axes of a scatterplot, the user has to exert a higher cognitive effort to
explain such a brush quantitatively and to form a mental image of the range of values
being brushed.

The technique known as composite brushing [MW95] allows users to define their focus
more specifically by assembling a complex selection from multiple individual brushes using
logical operators. Figure 3.16(c) shows a composite brush consisting of four rectangular
brushes combined with a logical OR operator. While adjusting the extent of individual
rectangular brushes takes time, this approach achieves high brushing accuracy even when
using simple geometries, such as rectangles. Such complex compositions are difficult to
understand, not easy to reproduce, and clutter the visualization.

With percentile brushes, we have transitioned from traditional screen space brushing
to a method that considers the underlying data during the selection process. We
only investigated the combination of rectangular, and circular brush shapes with data
distribution information. The square brush changes its extent but remains a square.
The circular brush changes its radius but remains circular. Both brushes failed in
terms of being accurate at selecting Subset A. The square percentile brush is shown
in Figure 3.16(d), and the circular percentile brush is given in Figure 3.16(e). For the
reasons explained above, some other data items not belonging to Subset A were selected.

The Lasso brush has proven to be the most successful for the task at hand. The advantage
of the lassoing technique is that it allows users to select precisely the subset of data they
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(a) Elongated distributions (b) Rectangular brushe (c) Composite brush

(d) Square percentile brush (e) Circular percentile brush (f) Lasso brush

Figure 3.16: (a) The elongated and rotated data distribution (Subset A) is highlighted in
orange for clarity. Five different brushing techniques were tested to select this distribution.
(b) The rectangular brush fails in terms of being precise. (c) The composite brushing
technique allows for relatively precise selections, but is demanding to create. (d)(e) Both
the square and circular 20% percentile brushes successfully selected Subset A, but also
some additional data items that do not belong to this subset. (f) By specifying a lasso
brush, point by point, it becomes possible to accurately select all relevant data items.
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intend to analyze. The user creates a lasso brush by interactively sketching a detailed
geometric shape around an area or data items of interest in a scatterplot. As Figure 3.16(f)
demonstrates, with a lasso brush, we precisely selected the rotated distribution, a task that
proved challenging with other traditional brushing techniques. However, the lasso brush
has several disadvantages. First, a lasso brush can be time-consuming to create, which
also negatively affects the fluidity of the visual analysis process. The second disadvantage
is its complexity both in terms of mathematical computation and interpretability. If the
geometry of a lasso brush is complex, it can be problematic for the user to describe such
a brush or move it around in a scatterplot. In fact, only in rare cases does it make sense
to move a lasso brush. The third disadvantage is that it is not easy to reproduce a lasso
brush that has a complex shape.

The results from our small evaluation reveal that all tested brushing techniques have
managed to brush Subset A, i.e., the rotated and elongated data distribution. The
lassoing and composite brushing techniques are accurate but slow. Simple brush shapes
are fast at selecting but inaccurate. The selected data subset includes data items which
do not belong to the subset we are interested in, and it would be good to get rid of them
automatically. A critical part of an automatic brush that could help us here would be
the ability to identify the data items belonging to the underlying distribution.

Clearly, the data that make up a distribution are in a specific correlation, which is not the
case concerning the surrounding data that are not part of that distribution. Statisticians
have developed various techniques for calculating the distance of a specific value from
the distribution. The Euclidean distance is the most common measure of distance in
everyday life, for example, the distance between two points in Euclidean space is the
length of a line segment between the two points. We can utilize the Euclidean distance
to measure the distance of a point from the center of a subset of points in a scatterplot.
In Euclidean space, the variables are represented by axes drawn at right angles. The
use of the Euclidean distance in a scatterplot results in evenly spaced circles around the
center point, as displayed in Figure 3.17(b).

We use a scatterplot to display data dimensions Elevation and MaxTemp in our example.
Because the scales of the measurements are different, the resulting distances are skewed
based on the units. Due to the variations in units used for each variable, it is essential to
effectively address these differences if we are interested in data distribution information.
We would like to scale the distance, i.e., to include variance in the distance calculation.
The first variable Elevation has a more significant inter-sample difference, i.e., it exhibits
a notably larger range of values between the samples, so its contribution to the distance
calculation will be higher.

We must balance out the contributions, i.e., to standardize data that eliminates units and
weighs both measures equally. To accomplish this, we can adjust the Euclidean distance
equation (Equation 3.2) to incorporate variance information from the data.

The scaled Euclidean distance equation (Equation 3.3), as defined in Deza et al. [DD09],
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provides a solution:

SEDp,c =
�

(px − cx)2

σ2
1

+ (py − cy)2

σ2
2

(3.3)

where σ2
1 and σ2

2 are the variances of the data in the horizontal and vertical dimensions,
respectively. If the variances are different, circles are transformed into ellipses, as depicted
in Figure 3.17 (c). With this step, we can already create a data-aware brush, i.e. to select
data with partial awareness of the trend in the data. Ellipses are still oriented along the
axes of the Cartesian coordinate system, i.e., they do not rotate in the direction of the
data distribution.

In comparison to the scaled Euclidean distance, the Mahalanobis distance metric (MD),
introduced by P.C. Mahalanobis [Mah36], has one crucial difference we want to take
advantage of: it incorporates the correlation between data variables that make up the
distribution. This particular aspect is captured by the covariance matrix and will allow
the ellipse to rotate. The covariance matrix employed in the MD distance Equation 3.4
captures this specific aspect, enabling the ellipse to rotate accordingly. This covariance
matrix retains information about whether the data items from the selected data subset
have different variances and whether correlations exist among them. The following
equation gives the MD distances from a point p = (px, py) to the center c = (cx, cy) of a
distribution:

MDp,c =

�����
px − cx

py − cy

�T

C−1
�
px − cx

py − cy

�
(3.4)

where C is a sample covariance matrix of the data set. Multiplying by the inverse of the
covariance matrix only reduces the distances for strongly correlated data values, and
consequently values not belonging to the distribution are considered farther from the
distribution center.

In the example, in Figure 3.17 (c), the data values of the selected subset have a negative
correlation. Because the MD considers axes resulting from the data itself, the ellipses are
rotated and follow the orientation of the distribution. It might be tempting to assume
that the values on the elongated side of the ellipse are considerably distant from the
distribution center. According to the Mahalanobis metric, this is not the case as on this
ellipse, all values on the curve are equidistant from the center of the distribution.

Our work [RSM+16] was the first in visualization research to consider the use of the MD
for interactive data selection in a scatterplot. The Mahalanobis brush we introduced
knows whether the components from the selected distribution have different variances and
whether there are correlations between the components, based on which it adjusts the
shape of the brush, its orientation, size, and position. The Mahalanobis brush possesses
the capability to distinguish the data items belonging to the underlying distribution while
avoiding those situated near the distribution. Additionally, we want the Mahalanobis
brush to work like percentile brushes, which means the user should be able to specify
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(a) (b) (c) (d)

Figure 3.17: Comparison of three different distance metrics: (b) Euclidean, (c) Scaled
Euclidean, and (d) Mahalanobis, using Subset A shown in (a). Data points from Subset
A are shown enlarged, together with their center (orange point). Additionally, isolines
(contours) for each distance metric are displayed to show a distance pattern around the
center point. For each distance metric the distance to the center is the same on each
curve. The results show that the Mahalanobis distance with data-aligned ellipses provides
the most desirable results for the user.

how much data to select. Because it is quantitatively interpretable, users can easily
understand the Mahalanobis brush even if they are unfamiliar with the Mahalanobis
distance metric.

The covariance matrix accounts for the covariance between data dimensions and the
fact that variances in different data dimensions may be different. The covariance matrix
values directly influence the shape of the Mahalanobis brush. Table 3.2 illustrates the
link between the covariance matrix and the appearance of the (Mahalanobis) ellipse. The
three examples of covariance matrices on the left have zeros in off-diagonals. Since there
is no correlation, ellipse axes are parallel to coordinate the axes. In the remaining four
matrices, non-zero values off-diagonally indicate that the data has some variance that is
not aligned with the axes. In the two middle matrices show that when the two variables
are negatively correlated, the covariance has a negative value, and the corresponding
ellipse rotates −45 degrees. The two matrices on the right show an example of positively
correlated variables, and the corresponding ellipse rotates 45 degrees. In the case of a
perfect correlation, instead of an ellipse, there will be a line.

Eigenvectors (principal components) calculated from the covariance matrix are associated
with the analyzed data, and we can use the two most prominent principal component
directions to form a rotating coordinate frame. The axes of the ellipse are adjusted
automatically such that the major axis of the ellipse points in the direction in which the
data varies the most (corresponds to the first principal component which is given by the
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Table 3.2: Representation of a 2x2 covariance matrices by ellipses. The covariance
matrices can have different values depending on the shape of the data (we show only the
resulting covariance matrix and the corresponding ellipse, not the data values themselves).

eigenvector with the largest eigenvalue), and the minor axis of the ellipse is orthogonal
to the major axis (corresponds to the second principal component which is given by the
eigenvector of most significant variance among those that are orthogonal to the first
eigenvector). Ellipse will be elongated according to how much the data varies along the
respective dimension. In case that variances in both dimensions are equal the ellipse
is a circle. Assuming there is no correlation, the covariance matrix in two dimensions
contains only horizontal and vertical variances. If we include such a sparse matrix (zero
correlation in off-diagonal entries) in the Equation 3.4, for the Mahalanobis distance:
the MD equation is reduced to the equation for the scaled Euclidean distance (compare
Equation 3.5 and Equation 3.3).
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Now that we have explained why the ellipse changes shape based on the underlying data,
we briefly explain the key steps to create the Mahalanobis brush. These steps are given
in Figure 3.18. The axes of a scatterplot are not shown to provide more space for texts in
the figures (for the reader’s reference, it is the same data as displayed in the scatterplot
in Figure 3.16). The main steps for computing the Mahalanobis brush are also given in
Algorithm 3.1.
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Figure 3.18: A schematic overview of the steps to create the Mahalanobis brush technique
in scatterplots.

Step 1: Setting the percentage value. The percentage value assigned to the
percentage parameter n quantitatively characterizes the Mahalanobis brush and represents
the proportion of data items selected from the entire dataset. By changing the percentage
value, users express their desire for a certain amount of data that the Mahalanobis brush
should select, and the brush is updated automatically. When creating the brush, the
user does not have to set the percentage value if he is satisfied with the default value
(set to 10%). He can return to this step at any time and change the percentage value as
desired, from 1% to 100%. Knowing the percentage value, the user can quantitatively
interpret the Mahalanobis brush even when it is moving through the scatterplot and
its shape (size and orientation) changes depending on the underlying data. That is
in line with the previously presented percentile brushes, allowing rank-based analysis.
Alongside the percentage parameter, we introduced the sensitivity parameter md, which
serves to alleviate the influence of minor cursor position adjustments while moving the
Mahalanobis brush. With this parameter, users can specify how many data items from
the local distribution the Mahalanobis brush will consider for orientation calculation.
Using a smaller value increases the sensitivity of the Mahalanobis brush to changes in
the immediate vicinity of the cursor position. Step 2: Brush anchoring. By clicking
the left mouse button on a scatterplot near the distribution center to be selected with
the Mahalanobis brush, the user initiates the creation of the brush. The click position
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does not necessarily correspond to the calculated anchor, i.e., center of the distribution
selected by the Mahalanobis brush, but it instructs the automation in the third step to
compile a subset of the reference data D, based on which the anchor point is determined.
The anchor point is set in the fourth step after outliers from the reference data subset
are removed. For the anchoring, the arithmetic mean of the reference data subset is
used, i.e., the brush is translated such that its center is at the centroid of the distribution
under the brush. The anchor point of the Mahalanobis brush is also used in the fifth
step when drawing an ellipse. Step 3: Selecting the reference data subset. Here,
an initial data subset D is created that contains a specified number of data items near
the mouse cursor position. The exact number of data items to be in this reference subset
D is obtained from the percentage value. Choosing the right data items for the subset D
is important because, in the fourth step, we calculate the covariance matrix from this
subset, and it ultimately affects the accuracy of the final brush selection. To demonstrate
our idea, we do not optimize this step in a sense of making optimized selection of the
local context for the Mahalanobis computation, and rely on selecting a desired number
of data items by using the percentile brush technique presented earlier in this chapter.
This method is fast and has proven to be accurate enough for the practical application of
the Mahalanobis brush. The upper-right scatterplot in Figure 3.18 shows the circular
percentile brush that is automatically scaled to select 10 percent of all data items closest
to the mouse cursor (note that visualizations in steps three and four are displayed only
for the demonstration purpose; the user sees only the final Mahalanobis brush, as shown
in the scatterplot on the lower right). Our decision to use a circular shape to select the
reference data subset is supported by the fact that when there is no correlation in the
data and variances are equal, the ellipse representing the Mahalanobis brush turns into a
circle. In such a case, the reference subset D will be equal to the final brushed subset,
meaning that the overall calculation will be faster. The distribution that we want to
select here is elongated and rotated, and as explained at the beginning of this section,
using the circular shape for selecting the elongated distribution can potentially result
in outliers being selected. By default, the values for the n and md parameters are the
same, so md does not affect the brush. However, the user can change the value of the
md parameter and directly adjust the size of the reference subsets D. For example, if
the user wants to select a very elongated distribution and the Mahalanobis brush selects
some unwanted data items that are not part of the distribution but are close to it on the
sides, he can reduce the area considered for the calculation of the covariance matrix, to
lengthen the ellipse without reducing the total number of data items the Mahalanobis
brush needs to select. A better way that we have not implemented would be to iteratively
refine the reference subsets D by replacing data values whose Mahalanobis distance
is larger than the newly considered neighbor values up to a reasonable convergence.
Step 4: Computing the Mahalanobis distance. In this step the most important
operations take place. The covariance matrix is computed, rotation of the brush ellipse
is determined, and the final anchor point of the brush is set. These are the elements
needed to define the Mahalanobis brush. These can be obtained from the reference
data subset D. After computing the covariance matrix from the reference subset D
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we clean up this subset by removing the outliers (using the Mahalanobis distance to
estimate which data items are outliers, as described at the beginning of this section,
see Equation 3.4), and then use the updated subset D to calculate the anchor point
and the final covariance matrix from which we extract the first and second principal
components for ellipse generation. Calculating eigenvectors and eigenvalues in the case
of a 2x2 covariance matrix involves finding the determinant of the matrix. Since the
determinant of a 2x2 matrix is a polynomial of degree 2, it can be factorized and solved
using explicit algebraic formulas. Step 5: Finalizing the Mahalanobis brush. The
brushed subset of data items is highlighted, and the ellipse is drawn around that subset,
i.e., the Mahalanobis brush is displayed and the user can now interact with the brush.

Algorithm 3.1: Mahalanobis brush.
Data: all data in the horizontal and vertical dimension, p⃗: mouse position,

percentage n: of all data items to be brushed, percentage md: all data
items forming the basis for computing C, d: data items closest to point p⃗

Result: M : all brushed data items
/* Step 1: Computing the Mahalanobis metric. */

1 while percentage of dat aitems in the subset D < md do
2 increase size of subset D by adding nearby data items;
3 end
4 C ← ComputeCovarianceMatrix(D);
5 d ← ComputeMahalanobisDistances(p⃗, D, C, n) ;
/* Step 2: Aspect ratio and rotation of the brush ellipse

according to an eigen-analysis of d. ∗ /
6 while percentage of data items selected by the brush < n do
7 increase the size of the ellipse depending on the variance of md and

associate the contained data items with the selected subset M ;
8 end

The Mahalanobis brush responds instantly to all user interactions by updating its shape
and position. The user can move the Mahalanobis brush freely like other traditional
brushes in the scatterplot. If moved, the Mahalanobis brush automatically adjusts its
shape, size, and orientation but always keeps the predefined number of selected data
items. The Mahalanobis brush supports a quantitative analysis. By positioning the
mouse cursor and/or altering the percentage parameters, users can more easily select
elongated and rotated distributions given in a scatterplot. Because the orientation and
elongation of the Mahalanobis brush change depending on the underlying data, the user
gets additional information about correlation and variance in the data. For example, the
ellipse with positive covariance rotates to the right, which means that the values of the
first and second data dimensions both increase. Figure 3.19 shows how the Mahalanobis
brush changes its shape when moved in a scatterplot.
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Figure 3.19: The 10% Mahalanobis and 10% circular brushes are displayed. By relying
on the Mahalanobis distance metric, the Mahalanobis brush reduces the area covered by
the brush so that it selects less outliers (considering the data under the brush) than the
circular percentile brush.

3.7 Animated Brushing
The analysis process in general consists of a series of brushing actions performed by
the user—including positioning, resizing, and moving brushes—and system responses
that come as reactions to each user’s actions. Those system responses typically manifest
themselves as changes in visualizations. The changes that occur over time in the linked
views can be complex and occur in different ways, which the user may find easier or
harder to understand. The success of the interactive visual data analysis process may
depend on how successfully users interpret related visualization updates. To reduce users’
mental burden in interpreting changes in the linked views, we propose animated brushing.
In addition, this technique can increase the accuracy and support the reproducibility of
the brushing operations.

Animated brushing is a controlled animated sequence of individual brushing operations
that the user can control using standard commands familiar from video interaction,
including start, pause, play, stop, and replay. Each animation frame represents an actual
brush operation in the brushed view. The distinction from traditional brushing, where the
user manually controls the brush, lies in using an animation framework. This framework
allows us to automatically execute brushing operations step by step (frame-by-frame) in
the form of an animation, a process known as animated brushing.

Users often find themselves in a situation where their attention cannot be primarily
focused on the changes occurring in the linked views because they are busy taking
care that the brush is moving precisely along some desired path. Sometimes even a
slight deviation of the brush placement in the brushed view causes significant changes
in relations between the brushed data items in the linked views. In such situations, to
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understand the critical changes in the linked views, users must repeat the brush movement
in the same way several times. Difficulties in reproducing the path of the brush moving
in the scatterplot are already discussed in Section 3.1 and illustrated in Figure 3.1. An
animated brush can be highly beneficial in this context. On one hand, in the brushed
view, animating the initialization and resizing of the brush ensures the reproducibility of
these operations. Additionally, users gain the ability to stabilize the brush movement,
and repeat a sequence of brushing operations. On the other hand, in the linked views,
the user can focus on comprehending the changes in the visualized data.

Figure 3.20(a) demonstrates animated brushing in a scatterplot. Figures 3.20(b-d) provide
an example of a basic configuration for animation controls. The user can define the
start and end frame by placing a brush at two distinct positions in a view or entering
values for an exact positioning via the GUI interface. The user presses the start button
to initiate the animated brushing in the brushed view, causing the brush to move and
adjust its shape according to the configured settings. In addition to enabling controlled
brush movement, the user can set the total animation time. In each animation frame, the
subset of brushed data is also highlighted in the linked views through the basic concept
of linking&brushing.

We considered two different methods for recording animated brushing in a scatterplot, but
these can also be applied in other visualizations. The first method generates animation
frames based on the user’s interactive brushing operations within a view, and the second
method is a controlled approach (automatic or semi-automatic) for producing a sequence
of animation frames.

Interactive brushing can include unconstrained brushes and semi-constrained brushes
limited in any of three aspects: anchoring, range, and movement. The recorded animation
of unconstrained brushes can result in a huge number of frames, of which we might
only need a few because there has not been any change in the selected data subset. An
update of the linked views is usually done only when the brushed subset changes. If the
purpose of utilizing animated brushing is to facilitate the observation of related changes
across linked views, we can get rid of adjacent frames that do not capture changes in the
brushed data.

We do not save changes such as, for example, minor changes in brush position due to the
user’s unsteady hand if such a change has not resulted in an update of the selected data
subset. A new animation frame is saved only if the subset of the selected data changes
compared to the previous frame. An exception to this rule exists: If our animation system
detects that the user is utilizing constrained brushing, each brush operation automatically
translates into a new animation frame. For instance, if a brush movement is constrained
to grid vertices, as discussed in Section 3.2, the brush is shifted from one cell to another,
and we add a new frame for each cell. This automatic detection of brushing operations
can be turned off by the user if desired. Furthermore, our animation framework supports
manually deleting irrelevant frames for the user.

The second option for animated brushing is to generate (brushes) frames automatically
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(a)

(b) (c) (d)

Figure 3.20: (a) Animated brushing in a scatterplot. The current frame of a recorded
12-frame animation is shown with thick lines and the starting and ending frames with
dashed lines. Once the path for an animated brush is defined, users can control the
animated brush using standard animation commands such as start, pause, and play,
demonstrated in (b-d). The animated brush updates as the animation progresses.
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or semi-automatically. There are many ways how this can be technically achieved. The
process of creating an animated brush in a scatterplot using a semi-automatical approach
is schematically displayed in Figure 3.21. We have implemented a solution where the user
defines a total number of frames to be generated, including the start and end frame of the
animation. The animation framework automatically generates additional (in-between)
frames by linearly interpolating between the start and the end frame, as illustrated in
Figure 3.21(b). It is often the case that the user moves the brush in a straight line. The
possibility of linear interpolation helps the user understand the changes related to the
brush’s movement more easily.

An interesting characteristic of our approach is the additional interactivity. We follow
the advice of Tversky and Morrison [TMB02] and include interaction in the animation
to stimulate interest and further encourage users to explore the visualization. Once the
frames for the animated brushing are recorded, the user can visualize and adjust them.
Each frame represents a unique brush and has information about the geometric properties
of the brush.

We only store data related to the creation of the brush. For example, if the shape is a
circle, we will store solely the center point and radius, which is the minimal data required
to reproduce the brush. The brushed data is automatically generated when reproducing
a brush.

When we discuss interacting with an animation frame, we mean modifying the attributes
of the associated brush. As an example, the user can adjust the anchoring and extent of
the animated brush, and subsequently start/continue the animated brushing.

Figure 3.21c displays an example of updating the second frame by changing the brush
extent to include three additional data items. The user can choose whether the changes
related to the selected data are postponed until the editing of animation frames is
completed or, as with a traditional brush, the visualizations in linked views are updated
immediately. In addition, the user can insert additional frames by defining them in the
view or specifying them through animation controls.

Experts appreciated the possibility of editing recorded animation frames. They pointed
out that animated brushing is well-suited for exploratory data analysis. This is because it
provides the opportunity to return to a particular location at any time, modify a brush’s
shape for a specific frame, delete unimportant frames, or continue the analysis in another
direction.
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Data are visualized using a scatterplot. Four clusters are detected.

(a) Define the analysis task

The start fs and the end fe frame. In-between frames f2 and f3.

(b) Create the animated brush

Adjust each frame as needed. Frame-by-frame animation.

(c) Start the animated brushing

Figure 3.21: A schematic representation of the steps taken to create an animated brush
in a scatterplot. (a) Based on a visual analysis of the data, the user decides how to
move the brush to select interesting subsets of the data. (b) The user defines where
the brushing process will begin and end. If linear interpolation is chosen as the method
for generating new frames, the animation framework automatically creates intermediate
(in-between) frames. (c) If necessary, the user can adjust the shape of the brush at any
time and in any position defined along the animated sequence. The animated brush
moves automatically as the animation progresses.
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CHAPTER 4
Quantitative Linking

This chapter addresses the need for more quantitative information in visual analysis.
Section 4.1 explains the motivation behind enabling quantitative results in addition to
qualitative insights from visual analysis. In Section 4.2 we introduce several extensions
that support the user’s quantitative interpretation of the linked views. These extensions
are specifically tuned to communicate the quantitative readings from the brushed data
while maintaining the interactive and dynamic nature of the visual analysis. To help
interpret changes in the linked views, Section 4.3 also introduces the relative difference
plot, a novel way of describing the history of linked data statistics.

4.1 Motivation
Visual analysis is taking on an increasingly important role in data exploration and analysis.
It supports comprehensive analysis of diverse data sets using various qualitative visuals to
bring out the key characteristics of the data. Due to the large visual bandwidth of humans,
visual analysis’s qualitative character naturally harmonizes with a human’s integration
in the analysis loop, which is usually achieved through the use of interactive and linked
visualizations. A lot of interactive visual analysis predominantly delivers qualitative
results—based, for example, on a continuous color map or a detailed spatial encoding.
Typically, the brushed data subset is visually highlighted, while the rest of the data set is
shown as context, for example, differently colored, smaller, or accumulated [Hau05]. As the
brush moves in the brushed view and to gain insight into complex correlations between
different data dimensions, the user observes how visualizations change in the linked
focus+context views. If changes are many or complex, in order to succeed, the user must
carefully observe the data and create a mental model of the changes shown. This results
in only approximate readings of such views, which is not always sufficient. The following
example statement is intended to illustrate this situation: “Using linking&brushing,
we see that low values of dimension x [as brushed in view A] are correlated with high
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values of dimension y as apparent in the linked focus+context visualization [view B].”
The meaning of “low” and “high” remains vague/relative. Computational data analysis
would usually put a number on such a relation—maybe a Pearson correlation coefficient.
The brushed and linked visualization also provides additional information about the
relation between x and y. It indicates if the relation is linear or not, for example, and
this is highly useful. If relations established through linking&brushing are complex, even
with full attention to the linked view(s), additional methods are required to support
understanding and quantify the analysis results. With a better understanding of what
is happening on the brushing side, as described in Chapter 3, we also aim at a better
understanding of the linked side.

In decision-making, hard quantitative facts are frequently invaluable, in addition to a
useful, qualitative visualizations. Critical target applications of IVA, such as medical
diagnosis and business intelligence tools and processes, clearly benefit from quantitative
results to transform data into insight that supports decision making. Since visual analysis
traditionally delivers primarily qualitative results, business analysts, for example, prefer
numerically oriented tools that support the quantitative analysis of the data and can
help them to make data-driven decisions more quickly [KBHP14]. Decision making is
very often done based on the values provided by summary statistics. As analysts need
quantitative results, and statistics can provide these, a logical step is to enhance the
visual analysis with statistical values about the brushed data.

4.2 Inclusion of (Descriptive) Statistics
This section focuses on developing methods to include numerical readings, specifically
descriptive statistical measures about brushed data items, in an interactive visualization
to enhance users’ quantitative understanding of the visualized data. We implemented
descriptive statistics overlays in a scatterplot and parallel coordinates view that support
analysis and decision making based on important numerical values. The center of data,
typically represented by a statistical measure that represents a central or typical value
within a dataset, is the most commonly used statistical measure in data analysis. It
is easily understandable and valuable for comparisons and decision making. There are
several ways the center can be estimated, and depending on the analysis task, different
values are appropriate. Examples include the median (the middle number in the set of
values), the mean (average), the midrange (the value half-way between the minimum and
the maximum), and the mode (the value that occurs most frequently). We compute three
different centers: the median, the mean, and the midrange. Additionally, we determine
the total spread and the spread based on the standard deviation. Estimating the center
and spread, we already have a first useful summarization of the data.

Descriptive statistics overlays for a scatterplot
An important step is to plan where and how to display the numerical values of the
descriptive statistics. Visualization designers should be careful when adding additional
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(a) (b)

(c) (d)

Figure 4.1: Descriptive statistics are shown as overlays on a scatterplot. (a) Qualitative
readings are enabled by displaying one marker for each of the center values, while in (b)
precise quantitative readings are also possible through the numerical values shown next
to the respective markers. (c)(d) A preview of the descriptive statistics setting where
the user can configure the appearance of the overlays in the view. The results of the
current settings are shown in the respective scatterplots in (a)(b).

graphical elements to existing visualizations to avoid distracting from the already provided
and valuable qualitative information in visual analysis. An example of descriptive statistics
enabled in a scatterplot is shown in Figure 4.1(a)(b). Three different markers are enabled
to differentiate more easily between three different centers of the data. Markers are
displayed at the position of the corresponding center value, and we provide numerical
values (as labels) next to the marker to enable a quick quantitative reading of each marker.
The visualization research community has already proposed many general guidelines for
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making a successful data visualization. For example, in their reference visualization model
Card et al. [CMS99] state that three elements need to be defined for visual structures:
spatial substrate, graphical elements, and graphical properties. This guideline applied to
descriptive statistics displayed as an overly in a view, translates into a two dimensional
spatial substrate. Here, graphical elements include text, lines and markers (such as circles
and rectangles), while graphical properties encompass the size and position of texts and
markers, length of lines, and used colors. We aim to provide users with the freedom to
choose how they visualize descriptive statistics.

We implemented a rich palette of options for descriptive statistics overlays. Figure 4.1(c)(d)
shows the part of the control menu related to the data center values. Through the provided
controls, the user can initiate visualization of not only numerical values but also auxiliary
graphical elements. Depending on the task and needs, the user can configure what is
displayed in a view. To help the user navigate faster through the control menu, we display
a small colored marker next to the name of the associated center value. Using color has
several advantages. For example, the numeric values and their corresponding markers
are color-linked, meaning they share the same color in the visualization. Color-linking
could help establish a visual relationship between the overlaid markers and corresponding
numerical values. If the user does not want markers and only numeric values are shown
as overlays in the view, he is still aware of the meaning of different values as they differ
in color.

Markers used for descriptive statistics can be enabled to help quickly relate and compare
between the same or different quantities displayed across several linked views. Markers
can be made more prominent by changing their appearance (shape and color). Perceptual
discrimination of markers used for the center values becomes better as the markers’ size
increases. Compare scatterplots (a) and (b) in Figure 4.1 to see how different marker
types (filled vs. unfilled) influence how one perceives the distribution of the underlying
brushed data items in distinct ways. The area of the shape and color intensity is a
fairly powerful visual cue. For a survey of visual queues, including shapes and color
intensity, see the work by Cleveland and McGill [CM85]. In the case shown, the objective
is to track the changes in data center values while moving the brush. Given that the
underlying data items are sparse and displayed with unfilled shapes, the filled markers
that represent center values are easier to spot and track.

Koytek et al. [KPV+18] utilized lines in a coordinated multiple views system to establish
a visual link between data items brushed in a scatterplot (source) and related data items
displayed in the linked bar chart view (target). The main goal was to highlight the link
between the source and the target through the display of auxiliary lines. In their setup,
a bar in the bar chart can correspond to several source data items. A disadvantage of
displaying these auxiliary lines is that they lead to unwanted visual clutter depending
on the visual layout and the number of overlaid lines. We observed that this technique
proves beneficial for specific use cases and particularly when visualizing only a few lines.
We adapted their concept to work with quantitative overlays. Our adaptation aims to
facilitate and simplify quantitative interpretation by displaying an auxiliary line, which
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(a) (b)

Figure 4.2: Lines are introduced to a scatterplot to facilitate quantitative interpretation
of descriptive statistics computed from the brushed data items. (a) A line connects the
center value of the selected data items, represented by a marker on the scatterplot, to
the corresponding position on the data axis (lines are rendered prominently for improved
visibility in printed images). (b) Labels displayed adjacent to the axes assist users in
quantitatively interpreting the two different center values.

aids in precisely identifying the position of the calculated center value within the view and
along the numerical axis. Figure 4.2 illustrates two different configurations for displaying
auxiliary lines. In configuration (a), lines extend from the positions of the calculated
center values to the corresponding positions on the data axes. Since all lines of one data
dimension are parallel to each other, visually comparing the difference in values from
descriptive statistics within one data dimension is easy. Additionally, we intentionally
included markers to emphasize the center value’s position within a two-dimensional data
space. When the auxiliary lines are enabled, the position of the calculated center can be
quickly located by looking at the intersection of the two corresponding lines, as shown
in Figure 4.2(b). These lines also intersect with the data axes, allowing users to more
easily analyze the center value with respect to the minimum and maximum data axis
values. In configuration (b), numerical values for the calculated data center are displayed
on the respective data axis. These numerical values can also be shown as overlays on a
scatterplot, as previously demonstrated in Figure 4.1(b).

Figure 4.3(b) and (c) illustrate an alternative scatterplot option that we implemented.
We show statistical values next to the bounding box (BBox) of the brushed data items,
resulting in an appearance similar to that of entries in a typical legend. If this option
is activated, the enabled statistics are displayed based on the chosen position—either
top, bottom, left, right, or automatically relative to the BBox. The displayed numerical

89



4. Quantitative Linking

(a) (b) (c)

Figure 4.3: (a) All three center values of the brushed data are very close to each other
and the numerical overlays overlap and are visually unreadable. (b) Numerical values are
moved away from the markers and shown next to the bounding box of the brushed data.
This solves the overlapping of numerical values with the markers. (c) In addition, vertical
jitter is implemented to reduce occlusion problems for the numerical values. Rendering
of the bounding box is optional, i.e., its visualization can be turned off.

values must be positioned adequately, so they do not overlap as in Figure 4.3(a) and
(b). We implemented a mechanism for automatically adjusting the vertical position of
individual numerical values. As shown in Figure 4.3(c), the introduction of jitter to
the vertical coordinates has eliminated the overlap among the displayed values. The
jittering technique is applied following the approach used in the beeswarm plot [Ekl]. All
numerical values are readable compared to the Figure 4.3(b) where some of the values are
unreadable due to overlapping. The additional automation we implemented takes care of
positioning the numeric values in relation to the BBox. If the side of the bounding box,
where the quantitative values are shown, is close to the edge of the view, the displayed
values are automatically placed on the opposite side of the bounding box.

In our implementation, we offer several options for positioning numeric values in a
scatterplot: next to marker, next to the bounding box, next to axis, and in the legend.
Since brushing is a dynamic process and the distribution of brushed data in linked
views will most likely be significantly different between two consecutive brush positions,
we recommend displaying numeric values in a fixed place, for example, using a legend.
Users can also click-and-drag labels of the center values for more appropriate placement.
Interactive positioning is time-consuming and demands the user’s attention, making
it impractical for utilization during visual data analysis. However, it proved to be a
helpful feature when taking screenshots of the current analysis. Although we have not
implemented custom legend positioning, it is an option that should be taken into account
by visualization designers. Because the legend may obscure the displayed data, it is
beneficial if the user can place it at some position where it is least distracting so that he
gets a better view of the data. This can be particularly useful in a scatterplot where,
depending on the selected data dimension, data items plotted can have very different
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distributions across the data space. We also need to take into account potential issues with
the occlusion of the numerical values displayed along an axis. In Figure 4.2(b), because
the midrange center value (64.4, 2745) is close to the mean center value (63.6, 2318) in
both data dimensions, there is not enough space to display both numeric values without
overlap at their respective tick position on the axis. Many solutions exist already for
adjusting tick labels in graphs. In our implementation, when needed to prevent overlap,
a label with the numerical value is automatically shifted vertically or horizontally based
on the data dimension. To communicate the shift in the position of a label to the user,
we draw an additional dotted line from the respective auxiliary line towards the shifted
label. This way, the numerical value is clearly visible to the user.

In our implementation, markers for the data center value have a fixed position on
a scatterplot. The position of the marker is determined by the (x, y) values of the
calculated data center, that is, by the respective individual values in the horizontal
and vertical dimensions of the data. We use by default unfilled markers for descriptive
statistics in a scatterplot because they obscure the data items less than filled markers.
ComVis [MFGH08], the framework with which we implemented our extensions, uses a
filled circle to display a data item; when a brush selects a data subset, the context is
grayed out, and the brushed data items are rendered in orange. The issue with the
filled circles and other shapes, in general, is that if a large number of filled shapes is
shown in a small area, they can overlap, resulting in what is known as overplotting in a
visualization. To deal with overplotting, ComVis provides options to reduce the opacity
and spatial extent of a shape used to plot data items. We extend these options to markers
as well. For the same reason, many visualization tools, including Tableau [Tab20] and
Vega-Lite [SMWH17], use by default an unfilled circle in a scatterplot for the rendering
of data items.

Descriptive statistics overlays for a parallel coordinates plot

Overlays, introduced for a scatterplot, can be easily adapted to work with parallel
coordinates or any other view that shows quantitative data. Data axes are presented in
parallel to each other within parallel coordinates plot, and data items are displayed along
the corresponding data axis in their respective value positions. Consequently, markers
representing the calculated statistical values in parallel coordinates are plotted directly
on the corresponding axis, as shown in Figure 4.4. The marker and the value for the
calculated mean value of the selected data items are shown. As with a scatterplot, the
user can combine different settings for descriptive statistics overlays. The options to
display numerical values next to marker and next to axis make sense in a scatterplot,
but in parallel coordinates, both options produce the same result. Still, the bounding
box (BBox) of the brushed data items is a valuable addition in parallel coordinates
plot, especially when we do not see hidden outliers due to overplotting. In the example
shown, the BBox is enabled for the AvgTemp axis for illustrative purposes, even though
it was not necessary since the dataset used is small and we do not have overplotting
issues. The option to display numerical values next to the bounding box is also available.
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Figure 4.4: The mean value for the brushed data is displayed in parallel coordinates
using a red marker to indicate the value’s position on the axis, and next to the marker,
a label with the numerical value is shown. The table (legend) below the view displays
additional statistics, including the median (Med) and the midrange value (MidR).

Furthermore, we introduced the legend. Within parallel coordinates plot, the legend
automatically displays enabled descriptive statistics for all data axes. We do not want to
occlude data in the parallel coordinates, so we placed the legend at the bottom of the
view, as shown in Figure 4.4. In this way, statistical values for a specific dimension can
be easily read.

Trace View

In the preceding section, we showed several straightforward ways to visually represent
numeric values from statistics on currently brushed data. In many cases, the user needs
more than just an understanding of the currently selected data to explain a phenomenon.
This section explores methods for monitoring trends of a descriptive statistical value.

Some strategies for visualizing sampled data in statistical software avoid directly visualiz-
ing all raw data items and instead rely on graphical representations of summary statistics.
Choosing brushed data summaries over directly displaying all raw data items allows the
selective presentation of the most relevant information to users. This enables them to
focus their attention on the most important aspects of the data for the current analysis
task. Haslett et al. [HBC+91] were among the pioneering authors to utilize this approach
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Figure 4.5: The trace view facilitates observation of trends in descriptive statistics
measurements derived from brushed data on a chosen data dimension. Active selections
within the trace are indicated by an orange-filled marker. Users can choose any marker
on the trace for a more in-depth analysis of the recorded values (refer to the text for an
explanation). Numerical values are displayed to the right of the graph to enable an exact
quantitative comparison.

for supporting interactive visual exploration and analysis with statistics derived from a
selected data subset. They employed the moving average technique [HBC+91] within a
visualization called the trace view to depict the trend of statistical values. Specifically,
they computed the local average value in the given vicinity of the mouse pointer in the
brushed view and represented the result as a moving average value added to a curve
(refer to as trace) in the trace view. Building upon this methodology, we extended the
moving average technique to incorporate the brushed data items in the linked views. Our
implementation only considers descriptive statistics derived from numerical data, not
from categorical data.

In addition to the moving average proposed in the original paper, we computed three
additional estimates for the center of the selected data items, i.e., the median and the
midrange, as well as the spread. Consequently, we developed a capability to display
multiple traces simultaneously in the trace view, enabling easier visual comparison of the
different measurements. Since the trace view offers a historical perspective of changes in
the monitored values, we decided to support a quantitative comparison within the trace
view too.

Figure 4.5 depicts our trace view, in which each individual trace corresponds to a distinct
statistical measurement. Our approach involves calculating a set of descriptive statistics
based on the data items associated with the selected data dimension in the linked view
while the brush is manipulated in the another view. We display the resulting values as
markers and numerical values added to traces in the trace view. The name of the tracked
descriptive statistics can be optionally displayed next to the label with the respective
numerical value, as shown for three center values (midrange, mean and median). The
tracked descriptive statistics share the same name as the corresponding trace, leading to
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(a)

(b)

Figure 4.6: Two distinct configurations for the trace view are displayed. (a) Trace for
the median value is visualized. An auxiliary horizontal line aids in comparing current
and previously recorded values on the same trace, providing a clear understanding of
differences. (b) Besides the tracked mean value for which the historical trend is shown,
auxiliary horizontal lines are enabled for two other values (the midrange and median) at
the currently active position on the trace.

terms like the mean trace, median trace, and so on. The name of the data dimension
from which the data items used to compute the statistical value originate is displayed
either next to the vertical axis, as demonstrated in this example, or below the horizontal
axis. By default, the vertical axis of the trace view shows the range of data from the
dimension used to calculate the statistic. Optionally, the range can correspond to the
recorded statistical values on the trace. The trace view can also be used to present the
spread of brushed data values used for computing the displayed statistical values. We
employ whiskers, a vertical line connecting the pair of whiskers, and a shaded area to
illustrate the pattern in the distribution of brushed data values, as shown in Figure 4.5.

Users can customize visual elements in the trace view to suit their specific needs. Fig-
ure 4.6(a)(b) shows another example of the trace view’s customizability. The trace is
displayed only for the key value in the analysis, which is the median center value in
(a) and the mean center value in (b). Another visual element incorporated into our
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trace view design is an auxiliary horizontal line that runs through the currently selected
value on the trace and alongside all other values on the same trace, making it easier
to compare current and past recorded measurements, as shown in (a) and (b). A bold,
blue horizontal line indicates the mean center value. The brown line, located around the
middle of the graph, represents the current midrange value. The green line represents the
current median value. These elements are intended to provide users with supplementary
information to enhance context and allow for easy comparisons between multiple values.
In the shown example, we can quickly conclude that most brushed data items from the
current brush have low values for Average Precipitation. This could be easily confirmed
by enabling the display of the spread for the brushed data in the trace view, as already
demonstrated in Figure 4.5. We chose not to enable auxiliary horizontal lines in the trace
view by default to avoid the visual clutter they produce.

When employing a trace view to track multiple statistics, i.e., to show multiple traces, it
is essential to have a clear and consistent visual language to avoid confusion and help
the user easily associate related information. One effective technique is to use the same
color coding for all associated graphic elements, such as markers, values, and labels. To
facilitate visual analysis in practice the symbols on the trace correspond to the color
selected by the user for the corresponding numerical value. This makes it easier to track
multiple statistics within a single trace view and provides a seamless transition when
comparing visual information across multiple linked views in a coordinated system.

In the following, we provide an example of how the trace view can enhance the quantitative
analysis of brushed data in parallel coordinates. For this use case, we focus on studying
average precipitation (AvgPrec) and temperature values (AvgTemp) at different elevations
above sea level. During the initial data exploration, we moved the brush freely and
slowly up and down along the Elevation axis while observing changes in the two linked
data dimensions (AvgPrec, and AvgTemp). We found that data values in the AvgTemp
dimension negatively correlate with the elevation values. For most data in the AvgPrec
dimension, the same trend was only observable for data values related to high elevation
values.

To systematically investigate the identified negative correlation in AvgTemp, we con-
strained the extent and movement of the brush, providing complete control over the
brushing operation. We created a regular grid with 20 cells, i.e., subdivisions on the
Elevation axis, as shown in Figure 4.7(a). Instead of displaying traces for three different
values in a single trace view, as we did in Figure 4.5, in this case, we configured the
trace view displayed in Figure 4.7(a) to show three sub-graphs: mean trace, median
trace, and midrange trace. With snap-to-grid on, we moved the brush down from the top
grid cell, and accordingly, each brush movement added a new value to the traces in the
trace view. Figure 4.7(b) displays the resulting traces. The last marker of each trace is
highlighted because it relates to the current brush, which is placed over the bottommost
cell of the grid shown on the Elevation axis. The first marker of each trace represents
a corresponding center value calculated from the brushed data items in AvgPrec when
the brush has been placed on the top grid cell in the Elevation dimension, selecting the
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(a) (b)

Figure 4.7: Constrained brushing in parallel coordinates aided by traces that support
quantitative interpretation of the brushed data. (a) The brush advances along the
Elevation axis in 20 steps, i.e., distinct elevation ranges from top to bottom. (b) The
trace view is activated to display the history of changes in summary statistics for the
brushed data in the AvgPrec data dimension. For each brush move, summary statistics
are calculated from the brushed data and used to update the traces with new values.

highest values within that region. A blue marker with a numerical value in the parallel
coordinates indicates the mean value for the selected data along the corresponding data
axis, and a line between the mean center value for the AvgPrec dimension and the mean
trace in the trace view can be optionally enabled. The line dynamically updates to follow
the mean value changes as the brush moves. The trace view was helpful during this
initial data exploration because it revealed deviations between values of the computed
center values.

We introduced a click-to-brush mechanism, enabling users to select a position on the
trace and view the corresponding numerical values or additional information, where
available. We also extended the trace view to support the reproducibility of the brushing
operation. Figure 4.8 illustrates how the brushing and linking are implemented in the
trace view. If a user selects a marker on the trace a linking operation is triggered,
resulting in the corresponding data items being highlighted in the parallel coordinates.
In addition, associated overlays of descriptive statistics are updated accordingly. By
utilizing linking&brushing feature in the trace view, the user can better understand the
quantitative meaning of the recorded statistical values and gain insights into the patterns
and trends present in the data.
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(a) (b)

Figure 4.8: The linking and brushing mechanism makes the trace view a potential starting
point for provenance analysis. (b) In the trace view, each marker represents a descriptive
statistical value that was calculated from the brushed data items. (a) By selecting a
marker on the trace for closer examination, we can easily view and reproduce the brush
in the brushed view.

In the following, we describe the elements that make up a trace. Firstly, we have
which denotes a value on the trace. For instance, observe the beginning of the trace
in Figure 4.9(a). This marker appears either at the start of the trace, i.e., representing
the first data value, or after the absence of brushed data items. Secondly, represents
the absence of brushed data items and indicates that the statistic is not available, as
shown in Figure 4.9(b). Thirdly, serves as the second marker for a new value and it
indicates the continuation of the brushing operation. Fourthly, is a long straight-line
and denotes that the brush was moved, but the computed statistic remains the same.
This situation is highlighted in Figure 4.9(a). Fifthly, is a marker that indicates the
currently active brush or a marker selected by the user. For the explanations purpose we
used blue symbols in the text.

In the process of implementing the trace view in ComVis, we had to create a mechanism
that can distinguish between different types of events and present them clearly and
concisely on the trace. This required careful consideration of the visualization and
interface technology, as well as the types of events that needed to be displayed. To
illustrate important event types, we use data items distributed across three distant
regions in the scatterplot, as shown in Figure 4.9. For instance, if the user brushes the
top-left cluster as shown in (a) and moves the brush to the top-right region (c), it might
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(a) (b)

(c)

Figure 4.9: An illustrative example of three situations (a)(b)(c) to consider when designing
a method for updating a trace in the trace view. (a) The subset of brushed data may
not change even though the brush position changes. (b) The brush is in a position where
there is no data. (c) The brush continues to move, but the buffer that saves recorded
values is now full, or there is no space on the trace to display new values.
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pass through the scatterplot’s empty middle section (b) which lacks data items. This
occurrence corresponds to a brush movement event over empty data space. As a result,
it is impossible to compute descriptive statistics from the empty subset of data items
beneath the brush rectangle at position (c). The question arises whether to indicate
this event type in the trace during brush movement. It is also common that even when
the brush is moved to a new location, the current subset of the selected data remains
unchanged, meaning that none of the brushed data items exits or enters the shape of the
brush. Such events are very common due to the high resolution of modern displays and
interfaces, where a significant number of brush movements can be captured before the
calculated statistical value changes. This corresponds to an event type where the brush
is moved over data items without resulting in an update of the calculated statistical
value. Updating the trace view every time the brush is moved can lead to overplotting or
displaying irrelevant events for the user. While opting for a slightly reduced sampling
is plausible, altering the sampling rate isn’t always feasible or straightforward. We
considered three methods for updating traces:

1. with every brush move,

2. if the brushed data subset changes, and

3. if the tracked statistical value changes.

In terms of addressing overplotting, continuously updating the trace by free-hand moving
the brush is not an ideal solution. Limiting the trace update, i.e., adding a new value
to the trace, to changes in the brushed data subset or the tracked statistics can only
partially alleviate the overplotting issue. If brushing is used in highly dense data spaces,
the trace can still suffer from overplotting despite these measures. To limit the number of
updates to the trace, one possible solution is to use structured brushing that constrains
the brush’s movement to defined steps. This requires implementation and availability of
structured brushing in the visualization.

Another alternative that can be applied in the trace view is to limit the number of
events displayed on the trace. To achieve this, we have implemented a trace buffer
with customizable size. This allows the user to utilize all three mentioned methods for
updating traces without caring about overplotting.

The distance between all displayed values on the trace is the same, and is calculated
by dividing the available space on the horizontal axis into divisions of equal size, with
the number of divisions corresponding to the size of the buffer. We ensure that when
displaying multiple traces in the same plot to compare different values, they have the same
length and equally spaced ticks and labels. The buffer serves as a container for storing
the definition of the visual elements that comprise the trace, corresponding numerical
values, and the information about the brush used in producing the value. We use the
information about the brush so that, at the request of the user, i.e., when brushing
a trace, the brush can be reproduced in its original view. The user can influence the
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total number of values shown on the trace by altering the buffer size. For example, the
buffer size 100 means that up to 100 values can be added, i.e., displayed, on the trace.
Additionally, the user can clear the trace view, i.e., remove traces, by emptying the trace
buffer, which can be particularly useful when beginning a new analysis task or requiring
a rerun. If the buffer is fully filled, the oldest value is deleted, and the most recent value
is appended, similar to the functionality of a process monitoring dashboard in Microsoft
Windows.

The trace view can be integrated as a standalone view, included in a separate view
container in a coordinated multiple views framework, or as an extension to existing views.
By juxtaposing the trace view within the view container of an existing visualization, users
can quickly display relevant information on demand. This layout also reduces cognitive
load by presenting additional information from the trace view where needed, i.e., adjacent
to the data dimension’s visualization for which the summary statistics are enabled. It
is possible to enable multiple trace views, one for each data dimension that requires
analysis. For instance, if using a scatterplot in a linked view, the user can enable traces
for the horizontal and/or vertical data dimension, or select from one of the visualized
data axes in parallel coordinates.

Alternatively, incorporating the trace view as a standalone view enables two key aspects.
Firstly, it allows multiple independent trace views to display trends of summary statistics
for brushed data across diverse data dimensions. This means that we can display any
data dimension in the trace view, regardless of whether a data dimension is selected in a
linked view or not. Secondly, it provides the flexibility to organize trace view containers
in user defined arrangements. Both layouts aim to improve linked visualizations by
providing additional quantitative and statistical information.

Scatterplots with Descriptive-Statistics Trace
The trace view discussed in Section 4.2 can be thought of as an independent supporting
graph that provides quantitative information for any linked data visualization. Here,
we propose a customized approach that involves displaying traces from the trace view
directly in a scatterplot, aiming to enhance the functionality of a standard scatterplot.

Descriptive-statistics trace is a two-dimensional visual representation of the history of
computed statistics from the brushed data overlaid directly onto the scatterplot. Because
the traces are displayed over the brushed data, we assist the user in maintaining focus
on two elements simultaneously: the brushed data and the descriptive statistics that
characterize it. It is essential to ensure that descriptive statistics added to interactive
visualizations used in visual analysis can be understood by users without substantial
statistical expertise. This can be supported through careful visualization design.

The key objective of the trace from descriptive statistics is to offer the user an enhanced
understanding of changes in the brushed subset of the data displayed on the scatterplot
while the brush is moved to different positions in the brushed view. By observing the trace,
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and the additional information we provide along the trace, users can gain qualitative and
quantitative feedback and improve their interpretation of the brushed data and hidden
correlations.

To further enhance the effectiveness of the proposed approach, we draw upon the
techniques previously discussed in Section 4.2, as well as the concepts introduced in the
original trace views paper [HBC+91] and the scatterplot with error bars approach [Hin07]
For example, in statistical applications, it is common to display summary statistics as
added values with error-bar lines rather than all data items. Such approaches use, for
example, a clustering variable to divide the data items into groups for which summary
statistics can be generated. Error bars are often mentioned and used in histograms.
Various error bars have already been introduced to support different statistics concerning
data items. An example is emphasizing the variability of both y-values and x-values for
each item, or displaying related quantities such as confidence intervals, standard errors,
and standard deviations. Error bars in our work represents the variability associated
with each data center value, in concrete, the standard deviation of the data, the standard
error of the center value calculation, or the data range. The implementation can be easily
extended to some other statistical value available in a scatterplot.

The advantage of implementing a trace within a scatterplot is that it enables the display
of descriptive statistics from both visualized data dimensions using a single trace. A
marker on the trace represents a two-dimensional value. Unlike the trace view, which
focuses on a single data dimension, calculating descriptive statistics for the scatterplot’s
trace involves data items from both displayed data dimensions. Figure 4.10(a) illustrates
an example of implemented descriptive-statistics trace in a scatterplot. The brush was
moved along a straight line through the scatterplot in the brushed view (not shown here)
and positioned in 6 different locations. The blue trace was generated by connecting the
mean values calculated from each brushed subset in the shown scatterplot as the brush
was moved.

We also introduce the concept of the reference trace. It can be used to quickly visually
check the deviation of statistical values obtained from the data relative to the same data’s
reference values. We may not have reference values in practice, so we have to define them
somehow. One way for the system to obtain reference values is to allow users to input
values into the system. As an example to illustrate the concept, we will use the linear
reference trace, which we can easily calculate programmatically. Figure 4.10(b) shows
the reference trace. The reference trace was created by linear interpolation between the
mean values in the initial and final brush positions in the linked scatterplot. We do that
to illustrate how linear movement in the brushed view does not necessarily produce a
linear trace in the linked view. There are some differences, although not huge, between
the reference trace and the blue trace.

The user can depict paths in different colors to enhance visual distinguishability. If the
user wants, he can analyze only the paths from the calculated statistics by altering the
opacity of the plotted data items to hide them in a scatterplot.
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(a) (b)

Figure 4.10: Placing the trace as an additional layer on top of the data visualized in the
scatterplot allows the user to observe how the value of the descriptive statistics progresses
in the context of the two visualized data dimensions. (a) Trace of the mean value. The
moving mean value is represented with a blue triangle. The direction of the trace in the
visualization is indicated using a gradient. (b) The reference trace is shown in black and
the brushed data items along the trace are displayed in orange.

We encoded the direction in the trace’s visualization. This is particularly valuable for
users as it helps them quickly identify the next value on the trace. To encode the
direction of the trace in the visualization, we used a gradient which starts off colorless
and saturation gradually increases as it approaches the next value on the trace, allowing
for easy recognition of the trace’s direction.

Changes in the linked views can be significant between consecutive brush positions in
the brush view. The trace depicting the mean values in Figure 4.11 shows sizeable
differences between several positions, as well as in comparison to the reference trace.
Such a change causes sudden jumps in the linked view, and distracts the user. This
distraction exacerbates the mental image creation. We use the cross-hair to enhance
perception and understanding of changes in the linked view. In combination with the
animated brush, we propose to animate the cross-hair transition in the linked view in
order to prevent a distraction of the user.

The cross-hair consists of thin vertical and horizontal lines positioned at the observed
value on the trace. It can display either the standard deviation from the observed
value or the range of brushed items when positioned in the middle of the subset. In
our implementation, we allow only one cross-hair in the view at a time to avoid visual
clutter. The exception is when the cross-hair is animated to enhance perception and
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Figure 4.11: An example of analyzing changes in statistical values within a linked
scatterplot using animated transitions. The cross-hair moves smoothly along the trace.
The animation helps in perceiving the transition. The numeric values in the table change
dynamically based on the position of the cross-hair.

understanding of a value change along the trace, as the following example explains. In
Figure 4.11, two cross hairs are displayed. The cross-hair stays at a brush position for
some predefined time, then it smoothly moves to a new position. The cross hair with
dashed lines is optional and represents the previous brush’s data items. It disappears
as soon as the animated cross-hair reaches a new position on the trace. The cross-hair
with thick black lines is for the brush’s data items of the current animation frame. While
visualizing the transition, the cross-hair adjusts its size through interpolation and changes
its direction based on the next value along the trace. Depending on the user preferences,
the path is drawn as the animation evolves, or the complete path is shown and the
cross-hair moves along the path, as shown in the current example. This visualization
of the transition does not only help in eliminating distraction, it also actively amplifies
cognition of the trend evolution. A case study is needed to quantify the impact.

In order to quantify changes of data center values and spreads with respect to a moving
brush, we present the numerical values for the current brush in a tabular format. Subse-
quently, as the brush moves, both the summary of descriptive statistics and the table
containing the numerical values automatically update simultaneously.
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4.3 Relative Difference Plot
Analysts are often interested in quickly contrasting the current and the previously
recorded value, or some other value the analysts want to compare against. Earlier in
Section 4.2, we discussed the visualization of descriptive statistics calculated from the
brushed data items. We displayed these numerical values directly in the linked views as
overlays and in the trace view. They enable monitoring changes in the selected statistical
values through time. If there are changes in value, the difference can be expressed in
absolute or relative terms. In this section, we concentrate on depicting relative changes
rather than absolute changes discussed in the previous sections.

Numerous examples in the visualization show the expressiveness of derived relative values.
An example on trade balance by Tamara Munzner [Mun14], demonstrates how visualizing
the difference between exports and imports could be much more effective for the task of
trend analysis as the representation of both absolute values side by side. To facilitate
visual trend analysis, she first derived trade balance values from the original data, i.e.,
from export and import values, and then visualized the derived relative values in a
separate plot. In other words, instead of plotting two curves for the original data and
visually comparing their differences, she provided a single curve view showing relative
values that the user can easily understand.

We now introduce the relative difference plot. It shows changes in observed quantitative
values in relative terms. The user can quickly see if the value is close to the reference
or not. For simplicity and to demonstrate our approach, we concentrate on analyzing
the descriptive statistics from the brushed data. We are interested in observing changes
in the values of the data center, and spread along the path of the animated brush
created in a scatterplot. We decided to implement the relative difference plot as a
two-dimensional plot that requires at least two quantitative values, including one original
and one reference value. The standard formula for calculating the relative change takes
a previously calculated value as a reference, against which the current value is then
compared, as shown in Equation 4.1.

relative change = current value − reference value
reference value × 100% (4.1)

In Equation 4.1, the reference value is used as the denominator. However, a concern
arises when the reference value is zero. In such cases, using zero as the denominator
could lead to mathematical issues, such as division by zero. Alternative approaches
or adjustments may be needed to handle situations where the reference value is zero.
Depending on the use case, current value and reference value can be chosen based on
existing data items or newly derived data. In this work, a reference value is some value
that we expect to find in the currently brushed data items. For simplicity, we compute
the reference value by linear interpolation between the values of descriptive statistics
calculated in the initial and final brush positions in the linked scatterplot.

The fundamental concept of the relative difference plot is depicted schematically in
Figure 4.12, where three different plots are shown. (a) is the brushed view, in (b) is the
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(a) (b) (c)

Figure 4.12: While the brush moves in the brushed view (a), the user observes absolute
changes in the quantitative measurements in the linked view (b). The center point is
marked with a red dot and the spread with a black cross-hair. The difference between
the current and reference values can be determined visually by contrasting the two cross
hairs and positions of the center values. In the relative difference plot (c), we use a filled
rectangle to emphasize spread, but the cross-hair is also possible. The blue rectangle
represents the current spread, yellow represents the reference, and green indicates when
the compared values are identical, as seen in the first and last frames of the animation.
Instead of an absolute difference, the change in value is relative. Details are described in
the text.

linked view, while the relative difference plot is in (c). The arrangement of the views
is arbitrary. They are connected via the linking and brushing mechanism. Any brush
movement in the brushed view will update the visualization in the linked view and the
relative difference plot. As shown in Figure 4.12(a), the animated brush moves along a
linear path in the brushed view. To better convey this dynamic change to the reader,
we have shown three different positions of the brush: the initial position in the top-row,
the last position in the bottom-row, and one intermediate position, denoted by frame 2.

105



4. Quantitative Linking

Instead of showing the reader the brushed data items at all positions of the animated
brush, we have simplified the visualization and only display the computed data center
value, and the spread. We interpolate center positions and horizontal and vertical spread
values to create a set of reference values, for example, as shown in the middle-row in
Figure 4.12(b). Brushed data in the linked view are displayed along a brown curve,
emphasizing the differences from the interpolated reference values. As the animated
brush moves through the brushed view, we compute the linked data center value and
spread values and depict them in the relative difference plot for each brush position.

The analysis task involves comparing the data center value and the spread of brushed
data for each animation frame with the corresponding reference values. In (b), visual
comparison of the two cross hairs and the positions of the center values allows for the
identification of the difference between the current and reference values. In the relative
difference plot, comparing current values with the reference values is easier for the user,
as only the visual representation of the current values changes. For example, the reference
rectangle is consistently displayed using a unit scale and placed in the center of the view.

The reference values at start and end frame match the current values. This depends on
the method used for calculating the reference values, in our case, as noted above, it is a
linear interpolation. Alternative methods for providing reference values can also be used,
such as comparing the value at the current brush position with the value at the previous
brush position.
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CHAPTER 5
Demonstration

To evaluate the effectiveness of the proposed techniques for analysis tasks requiring
reproducible results and quantitative readings, we conducted two demonstrations at
different stages of the study. The first demonstration was performed at an early stage of
implementation to provide insights and guide further research. The second demonstration
was carried out at the end of the study, using the complete set of techniques available in
the ComVis [MFGH08] visual analysis tool. The results of these two demonstrations are
presented in the following two sections. The first Section 5.1 focuses on climate data,
while the second Section 5.2 examines country indicators. In the practical application of
the methods discussed in this work for visual analysis, we applied them in the context of
mechanical power transmission in cars. The results of this application are presented in a
separate research paper [RSM+16]. A brief summary of the published results is provided
in Section 5.3.

5.1 Initial Use Case: Climate Data
The goal of the preliminary demonstration was to collect user feedback in the early
stage of development, identify areas for possible improvement, and define the necessary
research steps that will bring us closer to reproducible and quantitative visual analysis
results. Once the test environment was established, we invited a visualization expert
with extensive knowledge of the climate data. The expert evaluated the new techniques
as part of an investigation of multi-run climate data generated at the Potsdam Institute
for Climate Impact Research.

The data we used was acquired to study the potential climate change caused by a meltwater
outbreak event from proglacial Lake Agassiz. This event passed through the Hudson Strait
about 8260 years ago, resulting in a cooling of approximately 3.6K over the North Atlantic.
Climate changes occur over an extended period of time, ranging from decades to millions of
years, making a combination of data analysis, computer simulation, and models essential
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for their study. A climate simulation that attempts to explain this interesting event is the
PIK Climber 2.3 model. It is a coupled atmosphere-ocean-biosphere model of intermediate
complexity that provides aggregates for 35 important climate data over the time period
of 500 years, including CO2 concentration, global surface air temperature, Greenland
temperature, and global precipitation. Two diffusivity parameters, both pertaining
to the oceanic component of this model, are utilized as independent parameters that
influence the climate simulation: one horizontal parameter referred to as DiffuH, and
one vertical parameter referred to as DiffuV. To better understand how these parameters
influenced the simulation, each parameter was varied ten times, and a total of 100 (10 x
10) simulation runs were computed. Various representations, such as histograms, boxplots,
and scatterplots, were used during the analysis. In the preliminary demonstration, the
new techniques were implemented only for the scatterplots, about which we informed
the invited analyst. The visualizations were configured so that a scatterplot shows the
independent parameters (DiffuH and DiffuV ) while the other views display a selection
of the dependent parameters. All views were linked to facilitate coordinated analysis.

Figure 5.1 shows four scatterplots, each depicting a minimum temperature aggregate
on the horizontal axis and a maximum temperature aggregate on the vertical axis. The
temperatures shown are ocean surface air temperature (OceanSurfAirT), Greenland
temperature (GreenlTemp), tropical temperature (TropicT), and Antarctic temperature
(AntarctT). Each data item, i.e., point in a scatterplot, represents minimum and maximum
values with respect to one simulation run. The distributions of these temperatures are
substantially different. The ocean and tropical temperatures show an expected correlation
between the minimum and the maximum values. The situation is more complex for
Greenland. The data consist of two distinct clusters of values. Each cluster represents
either low or high values. Interestingly, both clusters encompass the entire range from
minimum to maximum values, i.e., for both, low and high, minimum and maximum
values, the respective other categories exist. There is no clear correlation. The correlation
between the minimum and maximum values for Antarctic temperatures is highly distorted
for higher minimum values.

The analyst conducted an interactive analysis by applying brushing to the highest quintile
of tropical minimum temperatures. He used a quintile grid and snap-to-grid brushing,
as illustrated in Figure 5.2(a). Additionally, the independent variables were analyzed,
see Figure 5.2(b), as well as the box plots of mean values of different temperatures,
see Figure 5.2(c). It was quickly discovered that high DiffuH and low DiffuV values
are the primary factors contributing to the observed distinction between maximum and
minimum temperatures in Greenland. Additionally, intriguing anomalies were observed
in the box plots (Figure 5.2(c)). All mean temperatures except for Greenland and Ocean
Volume (VolAvgOceanT) raised in this case. Figures 5.2(d-g) show the four temperature
scatterplots with overlaid descriptive statistics. They correspond to the highest quintile
of tropical minimum temperatures. They reveal some correlations of tropical and ocean
temperatures, but a less clear picture with respect to the Greenland and Antarctic
temperatures.
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Figure 5.1: Climate temperature data from the four observed geographical regions are
displayed for comparison using four scatterplots.
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(a) (b) (c)

(d) (e)

(f) (g)

Figure 5.2: Climate anomaly analysis. (a) Scatterplot shows a quintile grid and the
snap-to-grid brushing option enabled, allowing selection of all data items in the highest
quintile of minimum tropical temperatures. (b-g) Overlaid descriptive statistics are also
enabled in the linked scatterplots to display critical characteristics for the brushed data
items related to four distinct temperature measurements.
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As part of the analysis, all remaining quintiles were examined by brushing within
Figure 5.3(a). The most interesting correlations were found in the lowest quintile of
maximum tropical temperatures. Box plots in Figure 5.3(c) and independent variables
in Figure 5.3(b) now reveal a different picture. Figures 5.3(d-g) display temperature
scatterplots for this selection. Once again, a certain degree of correlation can be observed
between ocean temperatures and tropical temperatures. A more complex relationship
with the temperatures of Greenland and Antarctica was confirmed.

The next task was to examine the influence of diffusivity parameters on tropical tempera-
ture changes. In this context, the analyst felt it necessary to examine the data along the
distribution contours depicted in Figure 5.3(d). The Mahalanobis brush proved valuable
for visually identifying and analyzing trends within this specific range of data. The
analyst used the Mahalanobis brush to encircle the tropical values range, i.e., to make
one round around the items on a scatterplot representing data related to the tropical
temperatures, consistently encompassing 20% of all data items in the brush. Such a
round would be very complicated to do using conventional brushing only. Here, it was a
success right on the first attempt as the Mahalanobis brush effectively aided in isolating
distinct temperature value ranges where the values of the independent parameters di-
verged. Figures 5.4(a-g) illustrate the utilization of the Mahalanobis brush for analyzing
tropical temperature values, along with the corresponding visual updates in the linked
scatterplots displaying data for the two independent parameters. The linked data splits
into two clusters upon reaching higher maximum temperature values. There is a clear
difference observed in terms of values between lower and higher maximum values, as seen
in Figures 5.4 (b) compared to (f), (c) compared to (e), and (a) compared to (g). Other
linked scatterplots not presented here, which display additional data dimensions, reveal
that brushing through higher tropical maximum temperatures results in a broader spread
across several dimensions.

During the demonstration, reproducibility of brushing operations was considered the
most important need. Since we had only one expert available for evaluation, we also
aimed to further investigate the reproducibility of the brushing results created with the
newly developed techniques. During the analysis process, we created several screenshots
showing the results of the expert analysis. As part of this investigation, we attempted to
reproduce the previous analysis results by viewing the stored images. With little or no
effort, we managed to obtain the same results. The analyst’s feedback was valuable in
identifying the strengths and limitations of our brushing techniques. Specifically, with
the Mahalanobis brush, he noticed that even small deviations in the cursor position
can cause variations in the selected data items. As a result, the only way to adjust
the selection from the Mahalanobis brush was to slightly move the mouse and realign
with the previous brush position. At that point, the only available user interface control
was the percentage parameter, which determines the amount of data selected by the
brush from the total dataset relative to the cursor position. To address this limitation
and enhance accuracy, we decided to expand the interaction options and give users
more control over the Mahalanobis brush. In addition to the percentage parameter, we
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(a) (b) (c)

(d) (e)

(f) (g)

Figure 5.3: (a) A quintile grid and the snap-to-grid brushing option are enabled on
the scatterplot to select all data items within the lowest quintile of maximum tropical
temperatures. (b-g) Professional analysts base the analysis on interesting subgroups.
Providing these analysts with user-friendly tools for effortless subgroup selection and for
generating results enriched with descriptive statistics significantly enhances the potential
for analysis.
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(a) (b)

(c) (d)

(e) (f)

(g)

Figure 5.4: (a-g) Utilizing the Mahalanobis brush to encircle the range of tropical
temperatures, consistently encompassing 20% of all data values. (e)(f)(g) The DiffuH
and DiffuV values split into distinct groups when (relatively) higher max-temperatures
are brushed.
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introduced the sensitivity parameter, which can help mitigate the impact of small changes
in cursor position. With this parameter, users can specify how many data items from
the local distribution the Mahalanobis brush will consider for orientation calculation.
Using a smaller value increases the sensitivity of the Mahalanobis brush to changes in
the immediate vicinity of the cursor position.

The analyst took advantage of the constrained brushing space available in the scatterplot.
He provided feedback indicating that constrained brushing makes it easier to select
quintiles or other common statistical subgroups, resulting in a more efficient analysis.
Furthermore, he commented percentile brushing as a significant contribution to visual
analysis, as it enabled the constant selection of the same number of brushed data items.
Another comment was related to the use of constrained brushing techniques. These
techniques enable faster and better reproducible analysis, facilitates the understanding
of results, and supports decision making even without the support of the overlaid
numerical values. The analyst asked for these techniques to be extended to other types
of visualizations beyond scatterplots.

Regarding the snap-to-grid feature, we found that expanding the possibilities of supported
brushes beyond the rectangular brush could be very important for a wider acceptance of
this technique. Additionally, it will open up additional brushing possibilities, such as
positioning the circular brush in the scatterplot at the vertices of the grid. Encouraged
by the positive and constructive early feedback we received during the preliminary
demonstration, we continued to refine our techniques to ensure optimal performance and
usability. Our objective was to enhance their utility for users of IVA.

5.2 Use Case: Exploring Statistics Data of Countries
After implementing the comments from the preliminary feedback and adding new details
that we thought could improve and complete the contribution of this work, we prepared
a new demonstration. This time we invited four participants with a solid knowledge
of visual data analysis. In order to ensure that participants can more easily focus on
working with brushing techniques and not spend too much of their time on understanding
the meaning of the data attributes themselves, we decided to provide a dataset whose
characteristics are easily understood in general.

Data on world trends are interesting, and the notions familiar to everyone, so we decided
to carefully compile the dataset ourselves by researching freely available online data
sources from, e.g., the World Bank, Internet World Stats, and the United Nations [The,
Sta, Nat, Ins, Vis, Wik, UN]. The compiled data set included 84 attributes representing
various country descriptors, such as summarized indexes like the Global Innovation Index
(GII), the Peace Index, and the Hunger Index. In total, we included 109 countries.

In the session with the four users, we comprehensively explained the brushing techniques
and numerical overlays we proposed for a more reproducible and quantitative visual
analysis. We then solved one visual analysis task in which we examined a country’s Global
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Innovation Index Score (GII Score) to demonstrate our techniques to the participants.
Figure 5.6 shows a snapshot of the interactive visual analysis (IVA) focusing on the
GII, which considers a range of indicators associated with research and development,
business innovation, technological readiness, and additional factors that contribute to the
innovation environment of a country. In this example, to ensure that participants could
focus on the linked views without being distracted by brush movement, we first utilized
a percentile grid with the snap-to-grid option and then created an animated brush in
Figure 5.6(a). This allowed for a smoother and more fluid brushing experience.

Following this, we discussed the displayed data correlations and the implemented statistical
overviews. By providing these overviews, we were able to facilitate a more in-depth
understanding of the data and highlight interesting patterns and relationships. We saw
a roughly linear dependence between online creativity and internet usage per country
(see the (b) scatterplot), indicating that both parameters equally influence the GII score
(displayed in the (a) scatterplot). We used statistical overviews to show quantitative
information for the brushed data and found that countries with a low GII score show
higher variations in the percentage of internet users compared to countries with a higher
GII score. We display the reference descriptive-statistics trace in black for the midrange
center value in all scatterplots showing the traces. The trace of the mean center value in
the (c) scatterplot confirms the linear dependence of the two data dimensions regarding
the GII score. The same is confirmed using the trace of the median center value in the (d)
scatterplot. However, the trace of the midrange center value, shown in the (e) scatterplot,
reveals the presence of outliers. This clarifies why we observed significant variations in
the relative difference plot located to the right of the (b) scatterplot. Especially in the
group of countries with the highest GII score, some countries are far from the mean. The
conclusion for this analysis task was that although there is a linear dependence between
the GII score and online creativity, it is not important how many people in a country
have internet access but how they use it.

The participants noted that the cross-hair proved to be a valuable tool, easily interpreted
visually. They also appreciate the descriptive-statistics trace, as it presents more informa-
tion at once than the cross-hair. They recommended including quantitative information
in the table for the complete trace. After this introductory part of the demonstration, we
explained to the participants how we wanted to test the reproducibility of the brushing
results. The approach was that one participant should use two linked views to make an
observation based on his IVA. Then, he will write a few lines of text to document his
observation. Based on this text, three other users are asked to reproduce the IVA result
of the first user as quickly and as accurately as possible. The text from the first user was
the following: “When comparing urbanization, and the cost of living in one scatterplot,
to the freedom of the press and the peace score (in a linked scatterplot), I saw that the
two countries of Angola and Zambia are both among the top 20% in terms of the cost of
living, as well as among the bottom 20% in terms of urbanization. I also saw that both
countries, in terms of the freedom of the press and their peace scores, range within the
middle of all. Can you repeat this using the percentile grid?”
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Figure 5.6: A snapshot of the introductory presentation for the participants of the second
demonstration of new techniques implemented in this master thesis.
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The first and the second user finished the task using the same number of steps: after
showing the data in the scatterplot, both used a 20% percentile grid and a single
rectangular brush to select the part of data space, which is defined by the top-left cell
of the grid. Two of the three users utilized the snap-to-grid option to quickly select the
data items in the top-left cell of the percentile grid, as shown in Figure 5.5. The third
user also created a percentile grid in the first step, which helped him isolate the data
items he needed to select, but said he felt the snap-to-grid option was not necessary here
and instead created two brush combinations with a logical AND operator to select the
data items of interest.

(a) (b)

Figure 5.5: (a) A percentile grid is used as navigation tool to find data items that are in
the top 20% in terms of the cost of living as well as among the bottom 20% in terms
of urbanization. (b) A linked scatterplot shows the overlaid cross-hair and the median
center value of the two selected data items.

All participants indicated that the grid provided clear information and that selecting
the two countries from the task was straightforward. From the visual analysis of the
linked view, two of three participants concluded that the two data items are around the
median center value of the entire data set. Only one user was not sure. He enabled
the statistical table for quantitative inspection and stated how this was helpful to him.
The easy reproducibility of the brushing results was confirmed in this case as well as
in the use cases of the other three users. Another interesting example was using the
circular percentile brush, where one participant asked colleagues to find the 20% of all
national capitals closest to Copenhagen, Denmark’s capital. Additionally, they were
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asked to confirm that ten cities from that list are in the top 20% concerning the GII
Score. The same user noted that descriptive statistics, together with structured brushing
make the comprehension and the reporting at the end much simpler and more accessible
as compared with conventional methods. He also added that the percentile brushes and
grid provide a very good basis for tasks that include rank-based analysis. Encouraged
by the positive feedback we received from the four participants, we aimed at publishing
a research paper to inform the visualization community about our work. The next
paragraph briefly discusses about the results of this undertaking.

5.3 Related Publication
Radošs et al. [RSM+16] worked in collaboration with the domain expert to demonstrate
the value of the set of constrained brushes and the novel extensions for linking&brushing,
on a complex dataset from the automotive industry. The analyst noted that the brushes,
which are accurately defined and supported with numerical overlays, were a valuable tool
for understanding the internal relationships between fuel consumption indicators and
automotive shaft design based on testing data of automobile performance. One section
of the analysis is shown in Figure5.7.

118



5.3. Related Publication

(a)

(b)

Figure 5.7: (a) Brushed view (green border): The view shows a scatterplot with a
percentile 1x10 grid, and the current brush position. The brush trace is shown in the
associated scatterplot on the left. Here, the distribution for the vertical-dimension was
examined, which can be seen from the presented statistical table. (b) Of great help in the
analysis was the Mahalanobis brush, which facilitated the examination of the structured
data shown in the scatterplot. 119





CHAPTER 6
Discussion and Conclusion

Exploring reproducibility and decision support through the use of advanced linking and
brushing in the context of interactive visual analysis (IVA) has been a highly interesting
and valuable experience. We have introduced several extensions to the IVA to improve
brushing possibilities, as well as confirmed the effectiveness of quantitative extensions for
decision making. In addition, we have developed the concept of a structured brushing
space to support reproducibility of brushing results. In this chapter, we summarize
the mayor findings and conclude the thesis. Furthermore, we present ideas for future
research to expand the feature set that further improves/ensures the reproducibility and
quantitative interpretation of visual analyses.

6.1 Research Objective IVA
We are observing a prevalent trend in which information is being conveyed through
diverse visual means, encompassing both scientific works and everyday life. Examining
visualizations employed outside of specialized visual analysis tools, it becomes apparent
that the majority of current visualizations lack interactive features. As a result, the
user’s role is limited to passive observation, relying predominantly on a qualitative
interpretation to gain insight based on their perceptual and cognitive abilities. If we refer
to this approach as visual analysis, then the “interactive” visual analysis is a process
where the user is given additional means to interact with the visualized data through a
set of provided interaction techniques.

Interaction with the graphically presented data empowers users to dynamically manipulate
and explore data from various perspectives, enabling them to drill down into the data,
derive insights, and draw conclusions from complex and multidimensional datasets. There
is a notable rise in the availability of free tools and online platforms that facilitate user
interaction with the visualization system. In most cases the extent of interaction is limited
to changes of data visualization techniques. On the other hand, advanced techniques,
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such as interactive data selection and coordinated multiple views, have already been
established as standard features in commercial visual analysis tools employed across
domains such as medicine, business analytics, and various scientific fields. Unfortunately,
the current approach to interactive visual analysis has certain limitations, particularly
when dealing with complex and demanding data analyses.

Visual analysis can be a challenging process, requiring analysts to possess a certain level
of knowledge about the data itself, as well as the available interaction and visualization
techniques at their disposal. Furthermore, it necessitates intense focus and significant
intellectual effort to efficiently and effectively perform interactive data exploration and
analysis. Certain seemingly trivial tasks, such as reproducing brushing results and making
informed decisions based on the visualized data, can often pose significant challenges or
can even be impossible to accomplish. These difficulties have been observed by Kandogan
et al. [KBHP14], leading to a discouragement among many new users when it comes to
utilizing interactive visual analysis.

While additional assistance can be offered to users, our findings reveal that much of the
previous work in this area has focused on the overall process rather than the interaction
itself. The current trend in new developments is primarily aimed at further developing new
visualization techniques, while comparatively less attention is paid to the improvement of
interaction techniques, the consideration of the user’s cognitive needs, and collaboration
work. There is a great need for additional research to help users manipulate data more
efficiently and accurately. Additionally, there’s a need to reduce the cognitive effort
required to understand the actions they perform on the data and comprehend the system’s
responses. These responses are primarily manifested as changes in visualizations across
linked views.

In this work, we presented effective solutions for more meaningful and precise data ma-
nipulation, leading to reproducible results. By providing users with quantitative insights,
we enhanced their understanding of the qualitative linked views. During the presentation
of the scientific paper derived from this thesis at the EuroVis conference [RSM+16], we
received numerous positive comments. Many attendees of the presentation confirmed that
they had encountered issues with reproducibility in their works and expressed their desire
to incorporate quantitative enhancements into their visualizations. They commended
our efforts and dedication in addressing this need within the visualization community.

In this thesis, we focused on demonstrating the new techniques using only two common
plot types: scatterplots and parallel coordinates. Furthermore, we specifically tailored
the techniques to work with quantitative data. As a result, there is still further work
to be done in implementing these techniques to other plot types and exploring their
applicability to other data formats. We anticipate that interactive visual analysis and the
mentioned research objectives will gain even greater importance and appeal in different
fields and coming generations of data analysts as they strive to meet the increasing
challenges of data analysis.
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6.2 Human Factor Challenges in IVA
On the one hand, IVA grants users significant freedom in orchestrating the analysis process
and provides powerful visualization and interaction techniques to uncover hidden insights
within the analyzed data. On the other hand, IVA’s efficiency and effectiveness strongly
depend on individuals’ perceptive and cognitive abilities to perform the analysis. The
visualization community provides guidelines for tailoring visualizations and interaction
techniques to accommodate the human visual system, which excels at visual sampling and
interpreting qualitative data representations. However, involving users in visual analysis
loop introduces numerous complexities compared to an automated computational data
analysis.

Individual differences in behavior and cognitive abilities and the subjective nature of
human perception increase the complexity of the design process. Therefore, default
configurations are only sometimes optimal for increasingly diverse use cases or custom
data that the user wants to analyze. Furthermore, users must be cautious in their selection
and configuration of visualizations to ensure accurate representation of the analyzed
data because improper techniques can hinder data comprehension, potentially concealing
important information or leading to erroneous conclusions. During the demonstration, we
observed that different users employed distinct approaches for the same task to achieve
results. For example, two users made decisions based on qualitative displays, while
the third user utilized an additional statistical overlay to improve his understanding of
the presented data by including quantitative information. This example demonstrates
that more than relying on qualitative visualization may be needed, emphasizing the
importance for visualization designers to offer users resources that facilitate a quantitative
interpretation of the data. Another important fact frequently overlooked is that traditional
brushing techniques lack constraints, placing the direct responsibility solely on the user
to maintain precise control over the brushing process. Yet, relying on the human
factor to control brushing (often using a free hand) presents a challenge in IVA, as
the inherent imprecision of brush usage makes it challenging to reproduce brushing
results accurately. Considering the current capabilities or limitations of hardware and
software, these challenges can only be fully addressed by compromising the interactive
and dynamic nature of IVA. Therefore, it is crucial to reassess the current objective of
having continuous reproducibility at any cost. Instead, the priority should be to support
the user by providing the necessary tools to enable reproducibility whenever it is required,
while minimizing any impact on the user’s freedom during the analysis process.

6.3 Benefits of Constrained Brushing
To address the challenge of reproducing brushing results, it is essential to take into
account the involvement and influence of the human factor. For our hypothesis, we
assumed that the reproducibility challenge arises mostly if the brushing technique is not
constrained. Unconstrained brushing allows users to utilize the brush freely according to
their preferences within the defined specification of the brush in the respective view. For
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instance, users can position the brush anywhere on a scatterplot and adjust the brush
size from the size of a pixel to include the entire view. It is evident that utilizing an
unconstrained brush, the user must carefully control the brush’s anchoring, extent, and
movement to achieve accurate selections of the data. The user aims to quickly finalize
the data selection in the brushed view to allocate more time for analyzing changes in the
linked views. Unintentional and minimal imprecision in working with the brush in the
brushed view can significantly influence or change what he sees in the linked views. While
brushing, users often have to repeatedly readjust the position or movement of the brush
to rectify imprecisions. We demonstrated how to control the brushing interaction more
precisely. Limiting brushing operations in a controlled manner, may restrict the freedom
of the human analyst. Moreover, as the restrictions on the human analyst increase, the
approach tends to shift more towards an automated analysis. Considering this potential
limitation, we developed and implemented the concept of a structured brushing space.
It is an addition to the traditional (unconstrained) IVA brushing techniques without
interfering with IVA’s interactive and dynamic nature. This novel approach supports
the reproducibility of the analysis results by allowing the user to exert control over the
main brushing operations: anchoring the brush, adjusting the extent of the brush, and
controlling the movement of the brush, as well as the duration of the constraints applied.
The structured brushing space is a versatile concept that can be implemented in multiple
ways. We have demonstrated its feasibility through the utilization of grid elements,
and constraining different brushing techniques such as the new percentile brush and a
conventional rectangular brush. The advantage of our approach is that it eliminates
the need for implementing a complex framework to achieve reproducibility, as typically
required when capturing the entire workflow. Here, it is sufficient to make enhancements
only in the visualization where the brush is used, while the other linked views remain
unchanged. Therefore we named this concept “structured brushing space”.

There are no limitations on the brushing techniques that can be constrained within the
structured brushing space, with specific implementations tailored to the type of data and
brush definition. For instance, specialized techniques may be necessary for ordered data.
Furthermore, users can choose how the constraints are applied to the brush. Possibilities
are to determine the desired level of restriction, ranging from unconstrained to constrained
and semi-automatic, with the goal to achieve the desired brushing reproducibility. For
example, users can opt to snap the brush to a standard grid for movement and utilize a
percentile brush to define its extent. One of the key concerns that hinders many data
analysts from using IVA is the difficulty of reproducing brushing results. If users can
easily reproduce brushing results by reading comments and referring to shared screenshots,
it will facilitate collaboration with colleagues and decision-making processes. We are
confident that the concept of the structured brushing space with constrained brushing
that enables reproducibility on-demand can significantly contribute to the widespread
adoption of IVA.
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6.4 Strengthening IVA through Quantitative Information

There are certain limitations if views provide only qualitative information, making it
challenging for users to make quantitative or statistically grounded statements. In our
work, we advocate for enabling quantitative interpretation of visualizations if the user
needs it. We continue to support the well-known visualization mantra and testify that
the qualitative nature of visual analysis is a fundamental strength as it facilitates human
engagement in the analysis process. In our initial hypothesis regarding quantitative visual
analysis, at the beginning of our work, we aimed to move away from statements like “we
see that low values of the dimension x are correlated with high values of dimension y”
and instead provide concrete quantitative facts such as the Pearson correlation coefficient.
We have chosen to define the scope of this work more clearly as it is only possible to
address some of the requirements for quantitative information in the field of IVA within a
single work. We decided to focus on brushing results, i.e., on selected data items, as these
are often of large importance to the user, who seeks to interpret them with numerical
accuracy.

One of the approaches we employed was to enhance the standard brushing technique by
decorating it to display quantitative information about the brushed data items. Improving
the quantitative readings of brushed data can be achieved through various enhancements,
including making the brush itself quantitatively interpretable. In this respect, we
introduced the percentile brush and the snap-to-grid brushing. These techniques give a
clear insight into the amount of the selected data. They provide the user with a better
understanding of the relative positions and rankings of the data elements, in addition
to their absolute values. We also introduced enhancements to the linked views. We
calculate summarized statistics for the brushed data items across various dimensions.
More complex statistical methods can be used as well. These statistics are displayed in a
user-friendly manner, either through a table or as an overview.

We acknowledge the presence of several unexplored opportunities for incorporating
quantitative extensions into predominantly qualitative visualizations. Although this work
does not include extensions specifically designed to showcase descriptive statistics for
categorical data, summarized statistics can also be incorporated into visualizations that
do not possess quantitative axes. Another important detail we want to highlight is the
need for a thorough evaluation to examine how many quantitative additions users can
interpret at once before increasing rather than reducing their mental load. The problem
of visualization overplotting is closely related to the same question.

Nevertheless, our work shows that the need for more quantitative information in visual-
izations and extensions to support this requirement fits harmoniously with the qualitative
nature of visual analysis. Both approaches, qualitative and quantitative, offer unique
perspectives and insights into the data, depending on the specific analysis goals and
requirements.
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6.5 Discussion of the Evaluation
In this section, we address and comment on the considerations of domain experts regarding
the conceptual and technical contributions of this thesis.

6.5.1 Benefits of data-driven brushes

The domain analysts responded positively to the concept of utilizing the underlying data
to define more robust and potentially more meaningful brushes. They referred to the
percentile brush and percentile grid, which derive statistical measures from the data.
They also mentioned the Mahalanobis brush, which is quantitatively interpretable like the
percentile brush, but is more advanced as it also considers the distribution direction of
the underlying data structures. The idea behind these brushes involves the brush looking
at the data below the brush to calculate and automatically adjust its extent to fulfill
the user’s specified percentage of data items to be selected. The analyst might not be
accustomed to the idea of a brush changing its visual shape, which could lead to potential
misinterpretation. Contrary to the initial expectation that data-driven brush type might
introduce confusion, any doubts disappeared when domain experts utilized the percentile
brush and the Mahalanobis brush during the demonstration. The visual changes in its
extent, as the brush moves, offer supplementary insights into the distribution of data
items around the mouse position. Since it is the user who controls the movements of
the brush, he can effectively regulate the pace of brush movement and so the frequency
of visual changes. The brushes proved advantageous for specific tasks and datasets.
Statistically or data-driven brushes may have potential shortcomings. They can be overly
restrictive and limit the analyst’s ability to select some data items that become interesting
through visual patterns. Additionally, the usefulness of these brushes might depend on
the underlying data. However, this aligns perfectly with the expectations of brushing
techniques in IVA, as different data may require different approaches in the analysis.
Visual analysis tools typically provide standard logical operations on brushes, allowing
for easy resolution of cases where a single brush is not sufficient to select complex data
by allowing combinations of various brushing techniques.

All domain analysts commented that the Mahalanobis brush was extremely helpful
in selecting elongated and rotated structures, as this brush automatically adjusts its
orientation to capture the underlying data distribution. One analyst raised a concern that
the data ranges selected by the brush are not easily interpretable. We mentioned that the
ranges selected by a standard rectangular brush are easily understandable and describable
if its sides are parallel to the axes in the scatterplot. It becomes more challenging to
describe the selected ranges if the brush is rotated, and the same applies to the rotated
ellipse used by the Mahalanobis brush. The primary purpose of the Mahalanobis brush
is not range selection but rather the selection of elongated and rotated distributions
that are otherwise difficult to select. The brushed items enable further inspection of
the selected structures in related data dimensions in other views. Users familiar with
the Mahalanobis distance will be able to understand the Mahalanobis brush easily. We
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do not demonstrate a one-dimensional Mahalanobis brush, even though this is also a
possible option. Having prior knowledge of the statistical methods used is beneficial for
effectively utilizing advanced statistical brushes.

6.5.2 Off-screen Widgets and the User’s Focus

Percentile brushes and the Mahalanobis brush always select a specific number of data
items. The default percentage value is 10% of all data items, but users have the option
to set the number according to their needs through an off-screen parameter. We refer
to this parameter as off-screen because we implemented it as a widget, specifically as a
field where the user enters the desired number for the percentage value. Alternatively,
it could also be realized as a slider. Adjusting the brush widgets takes a person’s focus
away from direct data interaction, but this is refereed as indirect manipulation and it is
quite common in IVA as a way for brush creation and/or manipulation.

In the case of the percentile brush, we do not see this problem being pronounced. The
goal of this brush is to select a specific number of data items, and while moving the
brush, it consistently selects the same percentage of all data items. The quantitative
information about the brush is not lost during its movement. The use case where someone
simultaneously moves the brush and changes the percentage value is indeed specific. If
needed, changing the percentage value can be linked to the mouse wheel, but we have
not found the need for it. With the Mahalanobis brush, we have a slightly more complex
situation. In addition to the percentage parameter, we have given the user an additional
auxiliary parameter through which the user can adjust the sensitivity of the brush to
the local distribution of the data. This parameter can work well for a larger portion of
the data. If the brush is moved to a specific location where the distribution significantly
differs, the accuracy of the selection made by the brush with the existing parameter
value may worsen. This requires the adjustment of this off-screen parameter at that
moment. One possible alternative is to employ a clustering algorithm that automatically
determines a meaningful value for the auxiliary parameter, i.e., for the sensitivity of the
Mahalanobis brush. Due to the simplicity of implementation, we opted to retain our
design of using off-screen widgets for parameter settings. We will briefly discuss the need
for optimizing interactive techniques in the last section of the paper.

6.5.3 Overplotting and Occlusion

One of the goals of this work was to facilitate IVA users in obtaining quantitative
information from predominantly qualitative visualizations. The first step we took was
to display numeric values for the data items selected by the user in the visualization.
We demonstrated several methods to accomplish this. We always had to be mindful
of the occlusion problem, making sure not to hide existing data items, as well as the
issue of overplotting, ensuring that the user can always view all the essential information.
Although we promote the inclusion of quantitative results in the visual analysis, overlays
for descriptive statistics are not enabled by default. We have three reasons for this
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decision. Firstly, qualitative information predominantly provides sufficient value for initial
interactive data exploration and analysis. Secondly, as mentioned earlier, descriptive
statistics can obscure essential data characteristics depicted in visualizations. Thirdly,
reasonable defaults for all users are hardly possible, as the selection of vital statistics
depends on the specific dataset and use case. To prevent the mentioned problems, we
have dedicated effort to partially mitigate them. For example, we implemented automatic
positioning of numeric values for brushed data in the view, ensuring that overlapping is
avoided if multiple values are shown. We also provided the option to adjust the opacity
of grid lines and traces in the scatterplot or reduce the number of markers on the curve
in the trace view. The initial implementation of the trace buffer in the trace view aims
to address the issue of overplotting and illustrates the concept of the trace view. We
recommend considering the implementation of a more advanced history overview. The
advanced overview could include an independent adjustment of the distance between
markers on the trace and panning and zooming capabilities, all of which help alleviate
overplotting issues. Additionally, we have provided various options for configuring the
display of overlaid descriptive statistics, allowing users to show and hide overlays as
needed. These options include displaying descriptive statistics for all data dimensions,
selected data dimensions, or displaying them on demand only. Being able to toggle the
visibility of descriptive overlays quickly is important, especially when they are no longer
needed or when they might obstruct a clearer view of the data visualizations.

6.5.4 Advancing IVA: Embracing Grids, Traces, and Animation as
Standard Extensions

Currently, extensions like grids, traces, and animation are not widely available in IVA.
Our work and feedback from the demonstration show their potential for a variety
of new applications. Each of these extensions can be implemented independently or
combined, offering new possibilities. We illustrated how these extensions can enhance
brush interactions and enable reproducible and quantitative analysis, expanding IVA
capabilities. Given the benefits that grids provide to users engaged in visual analysis, we
recommend prioritizing the implementation of grids among these extensions. Grids are
relatively simple to implement and provide numerous benefits, such as aiding analysts
in data interpretation and establishing context. Moreover, we demonstrated the usage
of grids in scatterplots and parallel coordinates as an intuitive tool for structuring the
brushing space. Along with offering predefined default values for the grid size, such
as dividing the data space into four quartiles, we provide users with the ability to set
the grid based on specific tasks, either rank-based or value-based. Additionally, users
have the flexibility to define non-uniform grids, further enhancing their options. We
also explore the potential of automatic methods to divide the grid based on the data
distribution. One of the future tasks should involve exploring methods for working with
grids specifically designed for categorical data within the framework of the structured
brushing space, as this aspect was not addressed in our current study.
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6.6. Closing Statement

6.6 Closing Statement

This thesis addresses two critical challenges in interactive visual analysis: the need for
reproducibility of brushing results and the lack of quantitative information. Practical
solutions to these challenges are offered by introducing new techniques such as constrained,
animated, and percentile brushing. Additionally, the well-established concept of linking
and brushing, which has primarily been qualitative until now, is further improved by
incorporating quantitative extensions.

We develop the idea of a structured brushing space, which successfully balances the
freedom of brushing with the reproducibility of results, enabling users to select the same
data subset without having to record the entire workflow. We evaluate the appropriate-
ness of grids for structuring the brushing space, and propose a snap-to-grid option for
constraining brushes. Users can initiate brushing at the same position repeatedly, confine
the brush to a reproducible shape, and move it along the same trajectory.

With our innovative brushing techniques such as the snap-to-grid option, animated
brushing, percentile brushes, and the Mahalanobis brush, the user has the option to
brush either an equal interval or an equal quantity. The Mahalanobis brush considers
the local data distribution under the brush and selects a predefined number of data
items. Unlike the circular percentile and standard rectangular brush, the Mahalanobis
brush is particularly beneficial in regions with elongated data structures because it avoids
selecting outliers from the underlying data distribution.

Utilizing the techniques, enables users to gain a deeper understanding of their interactions
with the data items in the brushed view, enabling them to concentrate more efficiently
on exploring linked visualizations. Animation is an example of structuring the brushing
space, ensuring that selections remain simple and straightforward in the brush view while
the user is free to focus on interpreting the linked view(s). Additionally, the relative
difference plot complements the animation by enhancing the understanding of data
changes in the linked view(s). The integration of descriptive statistics further enriches
the quantitative aspect of the visual analysis.

In conclusion, we have demonstrated how new techniques can be easily integrated into
existing visual analytics systems to enhances the reproducibility of brushing results and
assists users in quantitatively interpreting visual analysis. These techniques helps users
gain better insights into data characteristics and make data-driven conclusions more
effective. We have discussed the structured brushing space and introduced several brushing
techniques and statistics overlays. Combined together, these techniques constitute a first
major set of techniques for IVA which support reproducibility and provide quantitative
insight. Although the effectiveness of our proposed techniques may vary depending on
the area of application, they pave the way for further advances in linking&brushing
techniques in the field of visual analysis. By enabling such advancements, visual analysis
becomes even more powerful and exciting, offering a wide range of applications across
diverse domains and various use cases.
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6. Discussion and Conclusion

6.7 Future Work
In this work, we have shown how to (re)design existing and implement new brushing
techniques by considering the model of the structured brushing space. The structured
brushing space facilitates the creation of new brushes that replicate the original brushes.
This feature can promote collaboration among analysts. Thorough user studies are
needed to quantify the benefits of these techniques on collaboration time. The same
applies to examine how quantitative summaries and statistical plots, such as relative
difference plots, can enhance comprehension of the analyzed data.

As visual analysis continues to evolve, we encourage further exploration and experimen-
tation to expand the applicability and effectiveness of our techniques. For example, the
concept of the structured brushing space can be further investigated by categorizing
all common types of brushes and offering implementation suggestions based on their
characteristics.

We consider it highly important to explore how visual analysis can benefit from recent
advancements in AI and deep learning techniques. In this regard, one aspect that un-
doubtedly contributes to the improvement is the performance tuning of existing brushing
techniques. One successful implementation is the work of Chan and Hauser [FH18],
where they utilized the power and speed of CNN networks to implement a variant of
Mahalanobis brushing. In their approach, users can mark the data items that the brush
should select with a single stroke. The CNN network adjusts the brush parameters
accordingly, unlike the original version of Mahalanobis brushing, where users had to
adapt the brush parameters through trial and error attempts manually.

By embracing new technologies, interdisciplinary collaborations, and leveraging user
feedback, we can advance the field of visual analysis and unlock its full potential in data
exploration and decision support.
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